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1. Introduction

Word segmentation is the foremost obligatory task in all NLP application. The initial phase of text
analysis for any language processing task usually involves tokenization of the input into words.
Be it a text to speech system (TTS), machine translation, spell & grammar checking, information
retrieval or a part of speech (POS) tagger. A TTS must have the information about word
boundaries to be able to articulate properly and to place pause and stress appropriately. The
syntactic and semantic analysis in machine translation systems are based on words and the
neighboring ones. A spell checker requires word boundary information for error word based on
which it could suggest list of possible corrections. Similarly, a rule based POS tagger needs
preceding and following few words and their POS tags to properly tag current word.

For inflectional languages like English, French and Dutch etc. tokenization is considered ftrivial
because the white space or punctuation marks between words is a good approximation of where
a word boundary is. Whilst in various Asian languages, white spaces is rarely or never used to
determine the word boundaries, so one must resort to higher levels of information such as:
lexicon, information of morphology, syntax and even semantics and pragmatics to reconstruct the
word boundary information.

Urdu is amongst the Asian languages that suffer word segmentation dilemma. However, unlike
other Asian languages word-segmentation in Urdu is not just a space insertion problem. Space in
Urdu is a frequently used character in printed texts. However its presence does not necessarily
indicate word boundary. In other cases space is optionally used so the user enjoys liberty. Put it
another way a sentence can have cases when a single word might have space in between.
Alternatively multiple words are written in continuum without any space like in CJK languages.
So, Urdu word-segmentation is both a space insertion and a space deletion problem. To further
complicate the situation some words that are written with space can be also be written without
them. In few cases these are spelled differently when written without space.

Urdu word segmentation problem is triggered by its orthographic rules and confusion about the
definition of word. There is no consensus on what exactly is a word in Urdu. In the books of
grammar authors tend to ignore this issue or try to define it rather abstractly. For example [1] has
defined word like this:

P E B e S eh D e Ul

=  ‘Word: Whatever comes out your mouth while speaking is known as word.’

Primary class books define word as:
g e e p o VL e
= ‘Word: Each constituent in the meaningful constituents of a sentence is a word.’
-J:éw/_,ﬂ L owrnle oMl -

= ‘Word: More than one letters combine together to form a cluster known as a word.’

All of these fuzzily define what an Urdu word is but none of these is concrete enough to be used
as a yard-stick. In other words given a sentence and these definitions different users would still
identify different sets of words. Books written on Urdu grammar [2] & [3] by foreign authors do not
define word at all and start with POS straight away.

However we can not ignore or abstractly address this issue. Before formulating a solution we first
need to clearly model our own definition of word. This thesis comprises of six sections. The first



section provides a literature review on linguistic and orthographic background of problem. Second
section discusses the problem in detail and the words that cause segmentation problems in Urdu.
Third section draws a conclusion, defines word, the definition that we will use during the course of
this work.

Section four provides literature review on existing techniques to solve word segmentation
problem in other Asian languages. Section five defines methodology and the algorithm employed
to solve this problem. Section six provides results and discusses future work with concluding
remarks.

2. Linguistic Literature Review and Background

2.1. What is a Word?

There are several different notions of word. Most of the textbooks commonly talk about the
following three':

e  Orthographic Word
e Phonological Word
e Lexical Word

2.1.1. Orthographic Word

An orthographic word is one in which word boundaries are defined by some orthographic rule. In
English and some other languages space is frequently used to indicate word boundaries. For
example last sentence has following word: ‘In’, ‘English’, ‘and’, ‘some’ and so on. Oscan, an
ancient language of Italy uses dots to mark word boundaries. Consider text below:

| STATUS+PUS-SET-HURTIN+KERRIIINVEZKEI-STATIF-

Figure 1: Oscan Language used Dots [41]

The idea of orthographic words has no existence in speech and is only important for written word.
Although space is commonly used (in Latin based languages) to mark word boundaries there are
few exceptions. Consider green house, pocket knife, ice cream and common sense etc. Each of
these is two orthographic words but a native speaker may want to treat these as a single entity.
These are all single words and are alternatively written as greenhouse, pocketknife and
commonsense. In this case it qualifies our definition of being a single word.

Such variations are by no means rare in English. The word /landowner can also be written as
land-owner and land owner. All of these three are single word but our definition for orthographic
recognizes fails to recognize them as single word. The rules for English do not specify which
compounds to be written with space and which ones to be written without them. Moreover
individual preferences vary considerably.

In South East Asian languages space is used only to mark sentence boundaries. So the
orthographic word definition will totally fail in this scenario. Given is one example from Lao [18]:

! Most of this section is reported from [41]



8 pInnednIgguaon pifasey

Figure 2: Lao Language
These are three words ‘apdnn=8’, ‘h39guad’ and ‘apdases” written in a continuum. Therefore it can
be seen that orthographic word is of no use with such writing system. The notion of orthographic
word is of very little interest in linguistic study. It might be important in study of writing systems but
for linguistic purposes orthographic words are irrelevant.

2.1.2. Phonological Words

A phonological word is a piece of speech which acts as a unit of pronunciation. This is based on
certain criteria which vary from language to language. In English each phonological word has
exactly one main stress. Consider following sentence:

| The rest of the books'll have to go here. ]

Figure 3: Phonological Word

There are five main stress falling on [The rest], [of the books’ll], [have to], [go], [here]. So there
are five phonological words [41].

In Hebrew last syllable is regularly stressed so the word boundary is likely to fall after each
stressed syllable. In Turkish another phonological criteria known as vowel harmony exists. Vowel
within a word share same quality. So a word boundary is like to occur when the quality changes.
For example suffix meaning ‘in’ appears as ‘de’ or ‘da’ occurs depending upon previous
morpheme. ‘In the house’ is ‘evde’ but ‘in the room’ is ‘odada’. Suffix ‘my’ has four forms ‘ev-im’
for ‘my house’, ‘at-Im’ for ‘my horse’, ‘gézim’ for ‘my eye’ and finally ‘topum’ for ‘my gun’ [41].

Phonological words are important for the study of speech but they are irrelevant to the study of
grammar.

2.1.3. Lexical Words

Lexical word is a unit of vocabulary. A lexical item is a word in a sense that how many words are
there in English vocabulary and saying that | learned 20 new words of Urdu today. Lexemes are
entries in dictionaries.

Lexemes are abstract forms that are represented in speech or writing by one of its possible
several forms that it can take for grammatical purposes. For example ‘s,loJl’, ‘UL,WJI" and
‘Ugs,ledl’” are three possible forms of lexical item ‘ss,loJl’ in Urdu. Similarly lexical item take can be
represented by any of the five grammatical forms take, took, taken, taking and takes. The
dictionary only provides entry for one of the representation forms. The lexical item take only has a
single entry which is represented by any of its five forms. Similarly ‘ss,loJl’ has a single entry
represented by ‘s;loJl’.

Some dictionaries might give more than one entries for one Lexical item but these are purely

cross-reference to main-entry. So entry fook in dictionary would cross-reference saying please
see take.

10



2.1.3.1. Grammatical Words

Lexical entries contain content words. These are open class words and have semantic content
and readily identifiable meaning. On contrary grammatical words are closed class words. They
are known as empty word and have little identifiable meaning but has more grammatical function.
It is easier to translate the content words in sentences because the equivalent always exists in
corresponding dictionary. However grammatical word can not be easily translated because there
might not be an equivalent. For example English phase ‘bottle of wine’ has corresponding Basque
translation ‘boteila bat ardo’ which means ‘bottle a wine’. There is corresponding equivalent of
‘of'. Similarly its corresponding Welsh translation is ‘potel gwin’ which means ‘bottle wine’ with no
equivalent of ‘of’ and ‘a’ [41].

It is easier to coin open words. Closed class words can not be formed through word coinage
process.

2.2. Compound Words

Compounding is one of the morphological processes of word-formation. When defined plainly a
compound word is a combination of two already existing words [12]. According to [8] compound
word is formed by concatenating root morphemes to form new stems. Similar definition is given
by [9] according to which a compound word involves combining two or more lexemes’ stems to
form another lexeme.

Compounding is a process of forming new units of thought. It can be a single word with attached
syllables (affixes, verb endings), composed of two or more words joined together plainly, by a
hyphen or a binding morpheme or can be a group of words that express a single idea [15].

2.2.1. Compound Classes

When words combine the idea generated might be related to its constituents or can be entirely a
new one. Depending upon how tightly a newly formed word is related to its constituents,
compounds can be divided into following categories [12].

e Endocentric
e Exocentric
e Coordinative

2.2.1.1. Endocentric Compounds

In endocentric compound the head morpheme processes the basic meaning of the whole
compound. Other morphemes act as modifier which acts to restrict this meaning [12]. In general
the meaning of a compound is a specialization of head word. The part of speech of the compound
is same as that of its head. The endocentric compounds themselves are divided into two
categories [10].

o Descriptive
e Determinative

In descriptive compounds the modifier morpheme is used in attributive, appositional or
adverbial manner. For example Blackboard in English is particular kind of word which is
generally black. Another example is of Sanskrit ‘Maharaja’ means a king who is great. So a
descriptive compound YX is formed by combining root morpheme X’ and a modifier Y’ such that
‘Y’ is a particular kind of ‘X',

11



On the other hand in determinative compounds ‘Y’ is not an attribute to ‘X’ it is rather related to
‘X" in a way corresponding to one of the grammatical cases of ‘X'. In English it serves the same
purpose as prepositions do. For example ‘Doghouse’ is the house where dog lives. ‘Raincoat’
means a coat against rain. Another example is of Sanskrit: ‘Raja-putra’ means son of king and yet
another example is of Urdu ‘Namaz-e-Janaza’ means Janazay ki namaz (funeral prayer) in which
‘ki’ is @ grammatical case that exhibits possessor relation. The two roots are connected with
combining morphemes — e — in this case which is known as zer-e-izafat. More is discussed later
in section Urdu Compounds.

2.2.1.2. Exocentric Compounds

Unlike endocentric compounds, the meaning of exocentric compounds does not follow meaning
of its constituents [12]. Exocentric compounds are headless and their meanings can not be
transparently determined by its parts. For example white-collar is not a kind of collar neither it is a
white thing; it rather means ‘professional’ i.e. is a person with white collar. Similarly open-minded
is a not a mind that is open it is rather a person who has an open-mind.

Word class of exocentric compounds is determined lexically regardless of the POS of its
constituents. For example must-have is a noun and not a verb. A Sanskrit example of exocentric
compounds is ‘Bahuvrihi’ which by part means ‘Bahu’ (much) and ‘virihi’ (rice) but actually means
‘rich man’ [10]. Exocentric compounds XY can be generally defined as a person/thing having ‘Y’
and the relation of ‘X’ to Y’ is unspecified. Exocentric compounds occur more often in adjectives
than nouns.

2.2.1.3. Coordinating Compounds

Coordinating compounds also known as copulatives or dvandva [10]. It refers to two or more
morphemes that can be connected in a sense by conjunctions ‘and’. Copulatives usually combine
nouns with similar meanings and the meaning of compound is a specialization. For example
fighter-bomber represents an air-craft that is both fighter and a bomber. Other such example is of
activist-scholar. An Urdu example of coordinating compounds is ‘Hajj-wa-Umrahz’ means ‘Hajj’
and ‘Umrah’ where ‘wa’ represents linking morpheme.

2.2.2. Compound Formation

Compound formation varies across different languages.

English is an analytical language; compounds are formed by conjoining words without case
markers. Words can combined together to form infinitely long compounds. For example:

tube

feed-tube

in-line feed tube

in-line feed tube adaptor

in-line feed tube adaptor hose

in-line feed tube adaptor hose cover

in-line feed tube adaptor hose cover cleaning

in-line feed tube adaptor hose cover cleaning instruction
in-line feed tube adaptor hose cover cleaning instruction sheet

Figure 4: Compound Formation is Productive in English [12]

2 Hajj and Umrah are rituals of Islam

12



However short compounds in English mostly contain 2-3 words and are written in following three
ways:

In Solid or closed compounds X' and Y’ have no space in between. These are mostly
monosyllabic units and have been around in English for quite some time. Housewife and
background are a few examples to name. Compound with more than two words can not be
written in this way. So a coffeepot cleaner can be written as coffee pot cleaner or coffee-pot
cleaner but never as *coffeepotcleaner [9].

Open or spaced compounds as the name suggests is written with space between X’ and Y’. Ice
cream and lawn tennis are few examples.

Dashed or Hyphenated compounds would have X-Y structure. Example: acetic-acid solution.
However, there is no hard and fast rule as to which words are compounded with hyphens and
which with or without space. This is depends upon individual preferences. One may find /andlord,
land-lord and land lord within same text.

Chinese is another example of analytical language which also form compounds with nouns and
no markers at all. For example Hanyd (i%35; simplified: 1~ 3), or "the Han Chinese [10].

In more synthetic languages like German compounds are formed by combining words that are
case-marked. For example constituents of Kapitdnspatent are Kapitdn (sea captain) and Patent
(license). These are joined by the genitive case marker -s. German language does not prohibit
writing multi-stemmed compounds as single orthographic word. Consider following example [9].

Lenensversicherungsgesellschaftsangestellter
Lenen+s+versicherung+s+gesellschaft+s+angestellter
(Life+CompAug+insurance+CompAug+company+CompAug+employee
‘Life insurance company emplpoyee’

Figure 5: Compounding in German Language

Dutch compounding consists one of the following form of XY, X-en-Y, X-e-Y or X-s-Y. Which
morpheme a particular compound is largely lexicalized and learned by Dutch speakers [9].

Compounding is a very productive phenomenon in Russian. Compound nouns can be
agglutinative. In these agglutinative affix is used in these. Example of this is ‘parokhod’
(steamship): par + o + khod. Russian also has hyphen separated compounds e.g. (stol-kniga
which means folded table). It also has abbreviated compounds like "Akademgorodok" (from
"akademichesky gorodok”, i.e. "Academic Village) [10].

Some language incorporates nouns into the verb when forming compounds. Consider example of
Iroquin language Onondaga:

Pet wa? + ha +HTU + ?t +a? ne? o + hwist + a?
‘Pat lost the money’

Pet wa ? + ha +hwist +AHTU + ?t +a?
‘Pat lost money’

Figure 6: Compounding in Onondaga Language

13



In first example object is part of its noun; however it is integrated into verb and appears adjacent
to the verb stem [9].

2.2.3. Types of Compounds

Nominal compounds are very frequently found in English. As mentioned already most
formations follow the pattern modifier + head. One of the problems therefore is to differentiate
between compounds and phases. For example compound it is hard to distinguish between
compound ‘hand gun’ and phrasal construction ‘tropical storm’ because ‘hand gun’ can also be
perceived as ‘gun’ as a head where modifier ‘hand’ tells what kind of ‘gun’ it is. Stress is one
criterion that can be used to differentiate between these two. Compounds (e.g. GUNman,
HANDwriting) usually have stress on their first element on contrary phases (personal HISTORY,
human SUFFERING) have stress on their second element. This criteria, however is foolproof by
no means because counter examples like because many people say APPLE cake but apple PIE
although apple PIE is also a compound [9].

As already mentioned afore compounds can be formed by combining words in chains as many as
possible, these can be constructed recursively by combining two words at a time. Consider
example of Science fiction writer. These can be obtained by combining science and fiction and
then writer to the resulting compound.

In German it is easy to distinguish between phases and compounds because of morphological
markers which are obligatorily used on phrasal modifiers. Consider following two examples [9]:

Rot + er Wein
(Red + NOM/SG/MASC/STRONG wine)
‘Wine which is red in color’

Rot + Wein
Red + Wine
‘Red wine qua category of wine’

Figure 7: Phrases and Compounds in German

The enlection ‘-er’ is mandatory required in phrasal constructions. Where as it is absent in
compounds.

Nominal compounds in French have heads on left hand side. Moreover prepositional
components are inserted before the modifiers. Examples are chemin-de-fer ("railway", lit. "road of
iron") and moulin a vent ("windmill", lit. "mill (that works)-by-means-of wind") [10].

Verb-Noun Compound formation is very common in Indo-European languages. The verb and its
object combine and convert simple verbal clause into a noun [10].

In Spanish, for example, such compounds consist of a verb used for third person singular,
present tense, indicative mood followed by a noun (usually plural): e.g., rascacielos (modelled on
"skyscraper", lit. "Scratches skies"), sacacorchos ("corkscrew", lit. "Removes corks") [9].

French and Italian have these same compounds with the noun in the singular form: ltalian
grattacielo ("skyscraper"), French grille-pain ("toaster", lit. "toasts bread") [10].

In English generally verb and noun both are in uninflected forms. Examples are spoilsport, killjoy,
spendithrift, cutthroat, and know-nothing.

14



Also common in English is another type of verb-noun compounds, in which an argument of the
verb is incorporated into the verb, which is then usually turned into a gerund, such as
breastfeeding, finger-pointing, etc. The noun is usually an instrumental complement [10].

Compound Adjectives

In English the construction is similar to nominal compound construction. The right most element
in a compound is its head. It is preceded by one or more modifiers. The function of a modifier is to
restrict the head word [10].

Compound Ad positions

These are also frequently formed in English. These are formed by prepositions and nouns. On
top of and make up are few examples to name. Similar example is of Spanish encima de. Similar
pattern is observed in Japanese except that it uses postpositions instead. For instance: no naka
which means ‘on the inside of [10].

2.3. Compound Words in Urdu

In Urdu, Compounding is a very rich phenomenon. Urdu is an off-shoot from many other
languages like Arabic, Farsi, Turkish, Hindi and Sanskrit etc. Compounding is frequently seen to
occur in Farsi and is inherited by Urdu as well [1].

Urdu, like English is a head final language. Compounds can be formed with two independent

words such as noun and adjectives, and also with independent words and verb stems and verb
stems themselves [3]. Compounds usually occur in following formats XY, X-0-Y and X-e-Y.

2.3.1. XY Formation

The XY formation simply involves combining two free-morphemes. No more than two morphemes
can combine together in this manner in Urdu. Example of such formation is ‘_sss g0’ (MomBatti)
which means Candle. Another example is ‘i 05l,>" (Jaraim Paisha) which means criminal.

According to [13] compounds in Urdu can be classified into four types:

2.3.1.1. Dvanda

These have two conditions:

e Both morphemes that form compound have different meanings. These further have two
conditions:

o Both morphemes are nouns. Example ‘LU ule’ (Maan Baap; Parents), ‘~uibs SU
(Naak Nagsha; Features).

o Both morphemes are verbs. Example ‘lpSJ a3, (Parha Likha; Educated).

e Both morphemes that form compounds have identical or similar meanings. These also have
further two conditions:

o Both morphemes are nouns. Example ‘. ls‘(Khat Patar; Letter), ‘28 olS” (Kaam

Kaaj; Work).
o Both morphemes are verbs. Examples ‘Jlgs p5u>" (Daikh Bhal; Care taking).
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2.3.1.2. Tatpurusa

This is another type of XY compounds in which means a type of Y which is related to X in a way
corresponding to one of the grammatical cases of X. Examples are:

*95 %995 (Ghur Dour; Horse Race)
Josp> ,3l=(Chadar Chapol)
VIS5 yuws> (Dais nikala; Exiled)

Figure 8: Tatpurusa Compounds

2.3.1.3. Karmadharaya

In this type of XY compounding the relation of first to second element is attributive, appositional or
adverbial. These are often classified as sub-type of Tutpurusa. Examples are:

LsS% (Khar Kanna; The one with big ears)
Vg &% (Barh Bola; The one who exaggerates)

Figure 9: Karmadharya Compounds

2.3.1.4. Divigu

Itis a type of XY formation in which X is a numeral. Examples are:

lgo &> (Adh Muwa; Half Dead )
(%,95 (Dupatta; Scarf)

Figure 10: Divigu Compounds
2.3.2. X-0-Y Formation

The X-0-Y construction contains linking morpheme -o-. It usually gives mean of ‘and’ and is
commonly used. Example are ‘o ¢ Slo’ (Mulk-o-Milat; Country and Nation), ‘w,Blg;.5c’ (Aziz-0-
agarib; near and dear ones).

The X-0-Y formation is an instance of coordinating compounds. The morpheme -o- is mostly
involved in nominal constructions. There are cases when both morphemes in compounds give
identical or similar meaning. For example in compound ‘sL,; ¢ oLy’ (Tabah-o-barbad) both ‘oL’
(Tabah) and ‘sL,)’ (Barbad) means destroy. Compound itself is used to give meaning of destroy
and itself can be replaced by any of its constituents in a sentence to give exactly the same
meaning. Similar another example is ‘Ulol g ¢0l” (Amn-0-aman) which means peace.

Although it is originated from Farsi the -o- is nowadays also used to combine English words. One

such example is ‘J;.3 9 Jg,s)’ (Petrol-wa-Diesel). Such examples are commonly found in Urdu
corpra. The -o- is also used to form compounds having verb stems. These are discussed below.
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2.3.3. X-e-Y Formation

The third and final formation X-e-Y contains linking morpheme or an enclitic short vowel known as
zer-izafat or hamza-e-izafat. Izafat means increase or addition. It is pronounced in Urdu as short
/el and is used in Noun-e-Noun and Noun-e-Adjective compounds.

The noun-e-noun compounds signify possessor relationship in which X belongs to Y [3].
Alternative construction for such compounds is Y ‘sS/_S’ (ke/ki) X where ke and ki are case-
markers used to mark possession. Examples are ‘_s>1,S uld,’ (Ehliyan-e-Karachi) which means
‘People of Karachi’ and can be alternatively as ‘Sg) _S s=1,S’ (Karachi ke log ; lit. Karachi of
People; ‘People of Karachi’).

The noun-e-adjective formation shows that noun X is modified by adjective Y. For example: * ,459
placl’ (Vazeer-e-azam) which means prime minister. Another example is ‘Lols> Llg)s’ (Deewan-e-
khas) which means private hall of audience [3]. These compounds however are lexical entries for
native Urdu speakers.

Zer-e-Izafat is left unwritten in modern texts but a native speaker would pronounce it as if it is
there. When written it is written as follow [3]:

As subscript zer

As hamza over bari yeh (when it follows word ending in the long vowels alef or vao)
As hamza over choti heh (when it follows a final heh)

As zero (when it follows word ending with bari yah)

2.4. Reduplication

Reduplication is a morphological process that involves repletion of part or all of a root.
Reduplication may be full or partial [8]. In Urdu both forms of reduplication exists. It is normally
used to put emphasis. Words are repeated to express multiplicity or variety [1]. Examples are
given below:

Table 1: Pure Reduplication

Pronouns Verbs
SgS ¢sgS (few) oS oS (Count carefully)
25 2=S (somewhat) Lw Uy (Shedding)
wgS wsS ( What various people) Jau Ju (Tossing and turning)
Nouns Adverbs
IS (IS (Every street) S35 s5pS (Constantly)
Ly Ly (Every leaf) ulb> ul> (Wherever)
Uy Ugs  (Every plant) S (spsS (Sometimes)

In some cases reduplication involves linking morphemes like /ma/, /ba/ or /al to form patterns like
X-ma-X, X-ba-X or X-a-X respectively. Some examples are given below:

X-ma-X  JuSouuS (Kash ma-Kash; Struggle)
dlg=o olg> (Kha ma-Khuwa; Unnecessarily)
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X-ba-X 920U 9,0 (Zaroor ba-Zaroor; Always)
595 >9> (Khud ba-Khud; Itself)
X-a-X 551585 (Dharr-a-Dharr; Quickly)
JWJ (Labalab; Full)

Figure 11: Echo Word Reduplication with ‘0’,‘"’ or “’

In some cases the reduplicated word Y’ is either a non-sense word that rhymes with first word X’
or is orthographically or morphologically similar to ‘X’. Y in some cases is formed by changing the
vowel of X to /a/. Examples are:

Va3 a3 (Dheela Dhala; Changing from /ee/ to /a/
Slpy Supd (Theek Thak; -do-)
pld> pgd> (Dhoom Dham; (Changing from /u/ to /a/)

Figure 12: Echo Word Reduplication Changing Vowels

Y can also be formed replacing /wa/ to X-First Consonant. Examples of such constructions are:

s sJs, (Roti Woti)
suls (uls (Chabi Wabi)

Figure 13: Echo Word Reduplication Replacing First Consonant

Other consonants instead of /w/ can also be used. Consider following example where /p/ is used
instead: ‘g —Jsl’ (Onay Ponay; Cheeply). Urdu grammarians have named Y as ‘Joxo’
(Muhmil; non-word). These words do not have meanings of their own but are only used for
emphasis [6].

Lastly Y may be a word, starting with the same letter as that of X and related to X in some way.
Examples are:

5hs )es (Dur Daraz; From far away)
wvos ol (Paas Paros; Neighbourhood)
~ 5> us  (Din Deharay; Durring daylight)

Figure 14: Echo Word Reduplication Rhyming Word

2.5. Compound Verbs or Verb Phrases

In Urdu root verb + intensifying verb combine together to form compound verbs. The root verb or
the main verb contains the semantic value of a compound. The intensifying verb (also known
compound auxiliary or explicator verb [3]) adds nuance to the meaning of the sequence.
Sometimes the meaning of compound verb can not be extracted from its constituent. The
compounds in these cases have become lexicalized. Few examples are given below.

L, To Beat
WIS, To Kill

LJ To Take
Ll _J | To Take Away
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Figure 15: Examples of Compound Verbs

According to [2] compound verbs can be divided into five categories. These are given below with

examples.
Table 2: Types of Compound Verbs
Category Description Examples
The intensifying verb may be VIS b oS sp2 5 ol
Intensives transitive or intransitive. ‘He killed the scorpion’

Potentials and Completive

Must always be constructed
actively in tenses composed of
the perfect participle

UM =S U D
‘We have already heard’

Continuatives (with Imperfect
participle)

Formed with inflected
imperfect participle and one of

the verbs L, or bl

= N S b sl o9
‘She keeps on prating in this
same way’

Frequentatives or
Continuative (with perfect
participle) and Desiderative

Are always constructed in the
tense composed of the perfect
participle

LS Lo 25U uo il spr ©l, 09
He kept striking his hands in
water all night

Transitive

These are formed by
conjunctive participle and
cannot be passively
constructed

LS J UsS oS Ugiu>

‘Who took away those things?’

2.6. Urdu Orthography

In order to better understand the Urdu word segmentation problem it is worth spending few
paragraphs on the properties of Arabic script i.e. the script in which Urdu is written. Arabic script
is written in Right to Left (RTL) direction. Urdu characters® change their shapes depending upon
neighboring context. But generally they acquire one of these four shapes, namely isolated, initial,
medial and final. Urdu characters can be divided into two groups, separators and non-separators.
These are also known and non-joiners and joiners respectively. The separators or non-joiners
can acquire only isolated and final shape. On contrary non-separators or joiners can acquire all
the four shapes. The isolated form of each of these is shown in figures given below.

“ . b R |
290500 >33

Figure 16: Separators/Non-Joiners in Urdu

dSovpdSSVBéebbuowwiiuwiceewdowu

Figure 17: Non-Separators/ Joiners in Urdu

Here are the set of rules that the characters use to acquire shapes.

A joining character takes:

® Not including diacritics, honorifics and punctuation marks
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Initial form when a joiner follows it (w -> , when ¢ is following like in gu)

Initial form when a non-joiner follows it (w -> ; when ; is following like in _»)

Final form when comes after a joiner (v -><. when comes after ¢ like in =)

Isolated form when comes after a non-joiner (w ->o when comes after > like in. w>»)
Medial form when it is already in final form and is followed by a joiner (v -> . when it is
already in final firm <. and is followed by J like in w.> -> Ju>)

e Medial form when it is already in final form and is followed by a non-joiner (v -> . when it
is already in final firm <. and is followed by _ like in > -> ,.>)

A non-joining character takes:
e Isolated form when a joiner or non joiner follows it (> -> > when ¢ is following g>)
e Isolated form when is followed by a non-joiner (> -> > when it is followed by , like in s,)
e Final form when is followed by a joiner (> ->x when it is followed by « like in 1)

Following rules can be algorithmically defined as:

For each character in the Input Sequence
If this character is separator or non-separator
If previous character is separator or non-separator
If previous character is non-separator
Form of this character=final

If form of previous character is isolated
Form of previous character=initial

Else
Form of previous character=medial
End if
Else
Form of this character=isolated
End if
Else
Form of this character= isolated
End if

End if

Figure 18: Pseudo-code that generally captures Arabic Based Languages

The Urdu text ‘a=wo sulasl’ is generated by typing sequence > g gw o S ol gu > | . The
following table shows how word ‘_syLisl’ has been formed out of sequence ‘S o | G > 1 L'
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Table 3: Step-wise Formation using Algorithm in Figure 3

Input Output Description
w w Isolated form of o
) L v takes initial form | takes final form
>lu N > takes isolated form since | is a non-joiner
uwsl o sl Jw takes isolated form since > is a non-joiner
lgwslo Lasb Jv takes initial form since it's a joiner and also makes | to take its
final form
ol ywslu oLwsl | o takes isolated form since | is a non-joiner
Solywslow | swbwsl | Finally s joins with o taking final form and making it take initial form

2.6.1. Diacritics

In Urdu diacritics act as dependent vowels and are used along consonants and independent
vowels to prolong or stress their sounds. The diacritics (also known as Aerabs) are optionally
used in writings. Native speakers can figure out the correct pronunciation of a word by looking at
its context or by virtue of their knowledge about Urdu.

[ twz-2. - |

Figure 19: Urdu Diacritics

Aerabs usually stack above or down the text as is shown in following example:

Sl bl

Figure 20: Urdu word with diacritics
2.6.2. Nastalique

Urdu like Arabic is written in Nastalique font which moves upward from the base line in top right
direction. See the word formation (left to right) in following example.

P G S

Figure 21: Vertical Movement in Urdu

The text moves upward in top right direction. Because of its cursive nature text written in
Nastalique is compact than that written with other fonts.

2.6.3. Concept of Space in Urdu

The notion of space between words is completely alien in Urdu hand-writing. Children are never
taught to leave space when starting a new word. They just tacitly use the above listed rules and
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the human lexicon to know when to join and when to separate. Form example when writing
sentence ‘' 1w o5lg,> S a=wwo swlwsl’ (The door of Badshahi Mosque is closed) a native
speaker knows that ‘3=’ is a word next to ‘_syLasl’ so he would start a new word on bases of
algorithm given above. Instead of leaving space (like English users do) he would just trigger a
rule that ‘a=.ww0’ is @ new word so he does not join ‘o’ (starting letter of ‘a=.uw0’) with ‘s’ (final
letter of ‘Lsulisl’). If ‘azwwo swliosl’ was a single word to user he would write it as
‘d=ewomlasl’ . Following is a hand-written sample (written in Nastalique) which shows that
space is not used in hand-written Urdu.

i

€. 5t

-

L}

1"

. M|
-I-J—:_-- e, ] ,,.“

Figure 22: Hand-Written Urdu String

A non-Urdu user can never guess where a word boundary is, just by looking at this text. To him
the word boundaries can possibly be like shown by arrows in figure below or he might think it is a
single word.

bl
WOty

Figure 23: White-Space Word Boundaries

In light of this discussion and the discussion on Urdu morphology and compounding we shall now
discuss the word segmentation problems that prevail in Urdu.

3. Word Segmentation Problem in Urdu

As already mentioned that the notion of space character is not common in hand-written Urdu
orthography however a machine cannot work like human mind. It must be provided with a
separating character to know that ‘_syLiwsl’ and ‘3w’ are not combined. In other words if the
user wants the text to be visually seen as ‘a=uww»o syLisl’ he must provide a computer with a
breaking character otherwise it would join and look like ‘aswwowlasl’ which is un-acceptable.
Most of the users have accepted the limitation of technology in this case and accepted space as
a separating character. In other case where the user does not want the space to be visible uses
zero-width non-joiner character (U+200C; ZWNJ). Nevertheless this makes the problem a little
relaxed because now the text contains some clues in form of space or ZWNJ about where a
potential word boundary is. Space, however does not necessarily means a word boundary, why?
We shall see in section ‘Space Deletion’. For now we divide word segmentation into two
categories given below i.e. inserting space (or some token at word boundaries) and removing
unnecessary spaces.

= Space Insertion
= Space Deletion

3.1. Space Insertion Problem

Space insertion problem arise in case where words are written in continuum without any space or
other separating character like ZWNJ. Languages like Chinese, Japanese and Thai solve space
insertion problem. Space insertion problem is difficult because there are multiple ways in which a
space can be inserted. A classic example from English is famously quoted. There are multiple
ways of segmenting following sentence: GODISNOWHERE.
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GOD IS NO WHERE
GOD IS NOWHERE
GOD IS NOW HERE

GOD doesn’t exist
GOD doesn’t exist
GOD is here

Figure 24: Segmentation Ambiguity [5]
In Urdu space insertion problem can be further classified into two sub-categories.

= Non-Joiner Word Ending
= Joiner Word Ending

3.1.1. Non-Joiner Word Ending

We mentioned before that concept of space is uncommon in hand-written Urdu orthography.
Then we said that because of the limitation in technology, space (or ZWNJ) has become part of
language, and to make the word visually appropriate user must insert something between two
words. However, when a word ends with a non-joiner the next word can be written without
inserting space. Because non-joiners can not acquire medial and initial shapes; they do not
combine with the starting character of next word. This allows the user to start next word without
putting space. Consider the same example that has been given above. A native speaker may or
may not put space between ‘S’ and ‘o;lg,>' because ‘IS’ ends with a non-joiner ‘I' and will not
connect with ‘s’ (first character of following word). So without space ‘o;lg,slS’ is as much
acceptable as ‘o5lg,> S”. Therefore a sentence with all words ending with non-joiners might not
have space character at all. One such example is shown below.

@ ULJs2el L L6 ) (I 2l L &6

Troop of leader Ahmad Sher Dogar said
Troop leader Ahmad Sher Dogar said

Figure 25: Sentence with Non-Joiner Word Endings (a) With no Space (b) With Spaces

As can be seen (a) and (b) look visually identical although (a) doesn’t have any space while (b)
has space after each word. Ambiguity arises when a word is composed of smaller words and is
required to be segmented differently based on context it is occurring. Example is shown below.

ol 2ol il Sariat ol LSy e L Lzl L ad s

Young lad come here Punjab Brigade of nine soldiers Those nine that them with every

martyred have been place go
Young lad come here Nine soldiers of Punjab brigade Those nine that go with them
have been martyred every place

Figure 26: Three Possible Segmentations of Word U‘h}’

In first sentence ‘Ulg>¢)’ is a single word that means ‘young lad’ or ‘youngster’. In second
example ‘vlg>g¢s’ is composed of two words ‘e’ and ‘vlg=>" which mean ‘nine’ and ‘soldiers’
respectively. There is an alternative translation of second example. It may also mean ‘The
soldiers of Punjab brigade have been martyred’ in which case ‘vlg>g¢;’ is again a single word
which means ‘soldiers’. In last scenario ‘Llg>¢." is composed of three words ‘5’, ‘s=>" and ‘oI’ which
mean ‘nine’, ‘that’ and ‘them’. Last word ‘v’ is usually are pronounced as ‘ul’ (un; them) or ‘vl (in;
them). Pronunciation in Urdu are marked by diacritics which in above case is Pesh ‘ '’ (stacks
above character) or Zer ‘. ’ (connects to the bottom of a character). However, the use of diacritics
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has become rare in Urdu text because a native speaker can guess the pronunciation through tacit
knowledge or by looking at the context of word. Third scenario would have been ruled out if the
text was diacritized.

Non-joiner word ending, space insertion problem is initiated by Urdu orthography. It can occur in
all kinds of words that end with non-joiners. Not putting space has almost same visual impact.
This makes its use optional and the user might only put it for the sake of tidiness/readability.

3.1.2. Joiner Word Ending

As mentioned afore users put space before writing next word if previous word ends with a joining
character. This practice is largely followed but not always. In some cases native speakers may
prefer joining them. This is perhaps because they perceive the two as a single word. As a result
of this both joined and separated version exist in corpus. One may chose one way or another
depending upon their conception. Below are given examples of such word.

3.1.2.1. Oblique Pronouns

Oblique pronouns when followed by postposition ‘sS’ (to), ‘S’ (of), ‘'—w’ (from) are perceived to be
a single unit. Considered following constructions:

9S gxo 9Sp>o —px0

Figure 27: Oblique Pronouns with ‘43S’ Construction

Another reason to consider these as a single word is that ‘gS =0’ or ‘¢Sp=0’ is used alternatively
to ‘—_p=0’ which is a single word. Usage of former is obsolete, later is more common these days
[3]. In fact ‘oS p=o’" construction is considered invalid by some linguists. Primary class students
are asked to correct ‘9S p=o’ construction to ‘_p=o’ in grammar exams. According to [2] ‘9Sp=x0’
(to me) is used in dative construction whereas ‘_p=o’ (me) is accusative and first person
pronouns. The analysis of Platts [2] is influenced by Hindi analysis where case markers are
considered to be part of a word. However Schmidt [3] classifies these as oblique pronoun + ‘¢S’
construction. Another reason for considering it two words is that a proper noun can be used in
place of ‘p=o". Consider following construction:

a | L dowy S ol _p=o | like mangoes
b | L dicwy v ol oS g0 | like mangoes
C | L Ny vy ol S plwl | Aslam like mangoes
d | L diwy <yu ol olwl * | Invalid Construction

Figure 28: Replacing Proper Noun with Pronoun
If ‘¢S” was part of ‘p=o’ then it would have been completely replaced by proper noun ‘elwl’ as in
case of (d) which is an invalid construction. In light of these arguments it is more rational to
consider these as two words. A comprehensive list is shown in Appendix A.

3.1.2.2. Possessive Pronouns

Similar situation arise in case of possessive forms of personal pronouns. The first person and
second person pronouns ‘I’ (Mine) and ‘|,lpos’ (yours) respectively are single word. Based on
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that it is reasonable to consider second person (respect level 1) ‘S LI/l (yours) and third
person pronouns ‘IS ul’/'ISSI’ (theirs) as a single word. On contrary replacement with proper noun
test provides a counter argument. Consider following sentence construction.

a — JL> LS oo What is your opinion
b —dls> s s ol What is your opinion
c — Jl> S 1S ol What is Aslam’s opinion

Figure 29: Replacing Proper Noun with Pronoun

Again the proper noun ‘elwl’ has only replaced ‘LI’ and not ‘S LI'. Again [1] & [2] has classified
these as one word; these are mentioned as possessive personal pronouns in [3]. We categorize
these as two separate words. Complete list is given in Appendix A.

3.1.2.3. Adverbs or Adverbial Phrases

When oblique nouns are preceded by oblique singular demonstrative ‘!’ or oblique of ‘LS’ (kya)
or ‘9>’ (jo) they form adverbs or adverbial phrases. As a result these are written in joined and
separated forms. These are classified as adverbs in [3]. [1] & [2] have not mentioned about such
cases. Below are such cases.

a| UlolS o0 (599 8o cdgul He was the only one who helped me at that time
b | Ll oS & 0 (sv9 Vo g ywl | He was the only one who helped me at that time
c — DS usS What is the direction of kaba®

d — b S usS What is the direction of kaba

e 95 &b ywl Do it this way

f 9,5 C)b.u.}l Do it this way

Figure30: Adverbs: Time (a) & (b), Place (c) & (d), Manner (e) & (f)

In above figure (b) provides ‘with space’ version of ‘g Lwl’ (that time) while (a) gives its ‘without
space’ form ‘wdg.wl’ both forms exist in corpus. We consider these to be composed of two words.
Consider following construction.

Ul olS a0 (sus Byo b9 - uwl | He was the only one who helped me at that hard time |

Figure 31: Adjective Inserted between Demonstrative ‘I’ and Noun ‘c3q’

An adjective ‘.’ (hard/difficult/bad) is inserted between demonstrative ‘ywul’ (that) and noun
‘e’ (time). ‘wdg . . uwl’ (at that difficult time) is an adverbial phase and so is ‘wdg _wl’ (at that
time). Similarly ‘W®,lb.wsS’ and ‘z,lawl’ each is composed of two words ‘W& ,b+,uS’ and ‘z,b+wl’
respectively. A list for few such adverbial phrases is given in Appendix B.

In another case ‘,; ulw’ (Over here) is alternatively written as ‘,uly’. This creates a complex
scenario because ‘U’ (Arabic Letter NOON GHUNAH; U+06BA) is changed to ‘v’ (Arabic Letter
NOON; U+0646) when written in joined form. This problem is very hard to address.

3.1.2.4. Compound Postpositions or Postpositional Phrases

Some postpositions that are originally feminine nouns demand ‘sS/_S’ (ki / ke) with the genitive
they govern. There is confusion whether ‘ S’/ _S’ is part of following postposition or not. As a

4 Khana Kaba the place where Muslims perform Hajj. Prayer is offered in the direction of Kaba.
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consequence, word ‘WB,b (sS’ (towards) is also written as ‘8,.S’. According to [2] ‘S’ is an affix
to postposition ‘WY,b’. According to [3] these can be classified as compound postpositions or
postpositional phrases. Apparently it seems to be a single word but it is actually used in KA +
Oblique NOUN construction. The case marker ‘IS’ (ka) is inflected to ‘sS‘(ki) when making
agreement with noun in gender and case.

A more confusing situation can arise where a sentence has such construction accompanied with
possessive pronouns ‘I’ (discussed above). Consider following phrasal construction's,b (sS oI
(towards you) and its written variations.

a| Vb s ‘.sS’ is connected to possessive pronoun ‘oI’
b| Whs ol ‘sS’ is connected to obligue noun ‘W,b’
C| Wb S ol Plain construction with no joining

Figure 32: Postpositional Phrases (Varied Constructions)

Figure (a) considers ‘sSiI' as a single pronoun, (b) considers ‘®,ln,S" as a single affix ‘(S
attached with postposition ‘@,b’. This shows function words are combined with content words to
get meaningful piece. These are separate words nevertheless. We consider the last one most
appropriate. Appendix C gives lists some of the problem children in this category.

A more interesting variation of this problem occurs in some cases which are spelled differently
when written in joined form. For example ‘8M> _S’ (against) is alternatively written as ‘OMz,S’
where ‘.’ (Arabic Letter YEH BAREE; U+06D2) is converted to ‘s’ (Arabic Letter Farsi YEH;
U+06CC) when written jointly.

3.1.2.5. Compound Verbs or Verb Phrases

Helping verbs (also known as vector or intensifying verb) when jell with the root verb loose their
lexical meaning to some extent, but adds a nuance to the root verb. The function of helping verb
is to show tense and agreement. In some cases helping verbs (modals and auxiliaries) are
written with root verbs without space. For example ‘sS S (will do) is alternatively written as
‘&S, ‘bs .. (given) is alternatively written as ‘Laus’. Even in these cases both have different
spellings. ‘.’ (Arabic Letter YEH BAREE; U+06D2) is converted to ‘s’ (Arabic Letter Farsi YEH,;
U+06CC) when written jointly. [2] & [3] have classified these as compound verbs. [1] has
mentioned these as ‘LadU J=5 ' (Empty Verbs) and ‘Ugleo JledI’ helping verbs. We will agree with
[1]. Separating these into two words is more helpful in syntactic and semantic analysis. Appendix
D lists some of such problem verb phrases.

3.2. Space Deletion Problem

Space deletion problem is second part of Urdu word segmentation. Space insertion is a widely
studied predicament because most of the Asian languages lack space. Space deletion, however
is uncommon in other Asian languages. In Urdu, as already mention there is no concept of space.
Space is only inserted in printed texts to avoid joining between two words because there is no
other way out. However, space is not only used as a words separator. There are a lot of cases in
which a single word is orthographically written without joining. In order to achieve that visual
impact computer users put space (or ZWNJ) in between. The space insertion problem commonly
occurs in following types of words.

Words with derivational affixes
Compound Words

Proper Nouns

English Words
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= English Abbreviations

3.2.1. Derivational Affixation

Derivational Affixes are common part of Urdu. Both prefixation and suffixation cause space
deletion problem. If the first part (stem or affix) of word ends with a non-joiner native speaker
might or might not put space because it appears visually identical. Example is ‘S,g,0,.¢’
(unnecessary). The first part of this word ‘,.¢’ ends with a non-joiner ‘)’ so the user might or not
put space before writing ‘s,9,0". On contrary if first part of word ends with a joiner then the user
must use space to separate them for the sake of readability perhaps. For example in word ‘ & >
551" (@amazing) ‘w.>’ ends with a joiner ‘e’ so the user will always insert a space before ‘;.5I".
So 5.5 W, is never written as ‘.56 ,.>" because it seems unreadable. Some of the examples
are given below while few others cane be seen in Appendix E.

Prefixation Suffixation
S Anxiety S ~gaio Planning
) S Fortunate S8 mlow Investment

Figure 33: Space Insertion Problem Derivational Affixation

However, there are a few exceptions in which first part (stem or affix) ends with a joiner but user
still doesn’t put space. To make it more complex the joined form and separated forms have
different spellings. For example ‘)I> - 5o’ (delicious) is alternatively written as *,la,50" where ‘.’ is
converted to ‘s,

Most of the cases have at most one derivational prefix or derivational suffix but there are a few
exceptions where a word has more than one derivational affixes. For example ‘oacw Ssbi e’
(unmarried) consists of stem ‘ssLa’ (marriage), ‘¢’ (un) and ‘eaw’ (gives a sense that he/she is
unmarried or married in case of plain ‘oaw sl

There are some cases in which affixes themselves may exist as free morphemes. In one
sentence it can occur as a prefix or suffix to a word as in shown in examples below where ‘g’
and ‘SU’ occurs as prefix and suffix respectively.

(@) = SUyla> ey 09 (D) o arari Gug> Lw ol SoS
He very dangerous is Every one you like fortunate not
He is a very dangerous Not every one is fortunate like you

Figure 34: (a) Suffix ‘SU’ (b) Prefix ‘jiugs’

On contrary ‘SU’ and ‘g3’ can occur as free morphemes in which case they mean ‘nose’ and
‘happy’. Given are examples.

i by v V> —w SU S il lpi Liwg> v &3ls U> wl o9
His of nose blood flowing was He that day really happy was
His nose was bleeding He was really happy that day

Figure 35: Free Morphemes ‘SU’ and ‘g’
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3.2.1.1. Wala (Vlg) Suffix or Wala Phrase

Wala is categorized as suffix in most grammar books. It is commonly employed to form noun of
agency (J<bb powl), possession and various other relations [6]. In different constructions it may
attach to oblique infinitive, oblique noun or an adjective or adverb [3]. These constructions are
given below.

3.2.1.1.1. Oblique infinitive + Wala

In this case wala agrees with the following noun. Example is given below.

= UsS S5 (s B S
Song singing girl who is
Who is the girl singing the song

Figure 36: Oblique Infinitive + Wala [3]

Although Wala forms a noun combining with oblique infinitive ‘'__8’ to form the noun doer (singer
in this case) but Wala can not be considered to be part of ‘__8’. It is rather covering the entire
phrase ‘UL <. S’. Let us see this in light of syntax trees.

NP NP

NPANP WAP
] /N

+ W iy \[ =
=S = _|H§

iy 15 ’ i

Figure 37: (a) Wala Part of ‘' __ 5’ (b) Wala Connects to VP
(b) gives the proper syntax tree for the phrase ‘sJly 8 S’

3.2.1.1.2. Oblique Noun + Wala

Wala following an oblique noun makes an adjective phrase [3]. Consider following phrase:

§ = 0SS OLS (s S5 s Syuo
My green color book where is?
Where is my book with the green color?

Figure 38: Oblique Noun+ Wala

Also in this case ‘_sJly’ connects to adjective phrase ‘X, 5w’ (green color) and form another
adjective phrase.
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3.2.1.1.3. Occupational Nouns

Wala forms occupational nouns [2]. Examples are given below.

Vlg yudgy Policeman
Vg D595 Milkman
Vlg S, Rikshaw Driver
s S8 Singer

Figure 39: Oblique Noun+ Wala [3]

In this case ‘Vlg’ is treated as a single word. Note that ‘_sJly 8’ (singer) is a single word in this
case because it is signifying the profession.

3.2.1.1.4. Adjective/Adverb + Wala

Wala follows adjective or adverb to form their respective phrases. This construction is only used
in spoken and not in formal texts. Wala is treated as separate word in this case swell.

> 9> il (ls wl, i il bs,S Ol pwld Vg Kiso o i il
He night of story repeated He mine expensive one dress ruined
He repeated the story he told at night He ruined my expensive dress

Figure 40: (a) Adverb + Wala (b) Adjective + Wala

So Wala is a separate entity in all cases except where it forms occupational nouns.

3.2.2. Compound Words

All categories of compound words have been already discussed in section ‘Compound words in
Urdu’. However all of these can not be treated as a single unit. This section revisits each of these.

3.2.2.1. XY Formation

We will treat the words in XY compounds as single word because the two morphemes combine
together to form a new semantic entity. Examples are given below. If the first morpheme ends
with a non-joiner then user may or may not put space depending upon his conception whether he
consider it as a single unit or two words or for the sake of readability. Examples are given below.

Sk vs. bS] bk Educated
rolje, vs. ~ol 59, Newspaper
4955905 VS. 595 59pS Horse Race

Figure 41: Non-Joiner First Morpheme Compound

Space must be inserted when first morpheme ends with a joiner as shown below.

wl ulo Parents
sty SU Features
VIS G Exiled

Figure 42: Joiner First Morpheme Compound
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However, there are still a few cases in which a word ends with a joiner but user may or may
separate depending upon personal preference. As a result both versions of such words exist.
Examples are shown below.

SIS vs, ol SIS Post Office
PSa> VS, S > Although

Figure 43: Joiner First Morpheme Compound Joined Vs. Separated

To further complicate the matters there are few cases in which a compound is spelled differently
when written in joined or split apart form. Given are examples below.

5S UgS VS, ,S5euS How
S UeS VS, SHgsS Because

Figure 44: Spelling Variation in Joined and Non-Joined Form

In both these scenarios ‘L’ (Arabic Letter NOON GHUNAH; U+06BA) is changed to ‘v’ (Arabic
Letter NOON; U+0646). This problem is very hard to address. It can not be classified as a spell
checking problem because both variations are popularly used and sometimes users prefer one
over another for a reason say using ‘~Sig.S’ to save space or because it is a single word.

3.2.2.2. X-0-Y Formation

The linking morpheme is —o— is very productively used to form compounds in Urdu. The words on
both sides are usually Arabic or Farsi. Nowadays it is frequently used even to join English words
and the linking morpheme itself is used in the sense of ‘and’. It is hard to decide whether these
two are to be treated as a single or as multiple words. Consider the following examples.

Table 4: Compound Words with Linking Morpheme —g—

Column-| Column-l Column-li Column-II
&Sboo 9 (s09d National and Provincial Losgrivi Upbringing
dolino g lole Scholars and Philosophers o g pb Discipline

wowbow 9 (i Religious and Political B8l 9 5u5c Relatives
Ot 9 &S 5 WS District and Session NN Destroy
J33 9 Joyky Petrol and Diesel Olol 9 0l Peace

0,08 g > Hajj and Umrah ) 9 2ol Traffic

Ulyoc 9 pluwl Aslam and Imran Caatyi 9 ol Education

Words in column-I are clearly two words connected by linking morpheme —g— which means ‘I’
(and). All the examples given in above figure contain two words but —s— can be used very
effectively to join any number of words. Example is ‘S, s>loow 9 sowliw 9 (swio 9 (s’
(Religious, political and social worker) .The words in column-Il are closely jelled, although —g— in
these also give sense of ‘and’. To most Urdu users these are lexicalized nevertheless. Therefore
we assume these as single units.

3.2.2.3. X-e-Y Formation

As already mentioned the linking morpheme —e— signifies the possessor relation in which X
belongs to Y. In alternative construction case markers ‘sS/S’ (ke/ka) are used to mark
possession. For example ‘UlwS| wogS>’ (Government of Pakistan) can be alternatively written
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as ‘wogS> (S uliwsSL'. Similarly ‘95, wlass=i 38 ,0" (Center for Research in Urdu) can be written
as 55,0 IS wlas=s >,I'. Since these are used very productively we treat these as separate words.

Izafat is also used for noun-e-adjective formation in which X is modified by adjective Y. Examples
are ‘swogax> Ulogo’ (chief guest) and ‘pdacl 4u59" (prime minister). These are lexicalized entries in
the mind of a native speaker. In figure below words in column-I are treated as two words and the
ones in column-Il are treated as single word.

Table 5: Compound Words with Linking Morpheme —e—

Column-| Column-l Column-li Column-II
Dlicw CaogS> Government of Sindh el 59 Provisional minister
Ceo 59 Minister of Health phcl 5 Prime minister
M| w> B8 Opposition Leader Aol bl Renaissance

ol 5los Isha Prayer wols> Ulgs Drawing room
Y- Under consideration Joo Sicw Milestone
pudsi plb Education System B > Opposition
Ulguii pulsi Women Education ple fud> Procession

The linking morphemes —o— and —e— are very productively used to form compound words. Some
compounds involve both of these. Few such examples are ‘o,0c 9 g> Jiluwwo 9 Jilad’ (Blessings
and Problems in Hajj and Umrah) and ‘ulo; 9 ulSe _lowl’ (Nouns of place and time).

3.2.2.4. Reduplication

All forms of reduplication discussed above are treated as single word because reduplication is a
morphological process.

3.2.3. Proper Nouns

Often the names of places or personalities are written with space in between. For example,
country name ‘w,c Sxgew’ (Saudi Arabia) is written with space between ‘Ss>gew’ (Saudi) and
‘w,c’ (Arab). This again creates ambiguity because ‘Ssge.w’ and ‘o, e’ can also exist as separate
morphemes in which case ‘S>ge.w’ is referring to some one who has nationality of ‘Saudi Arabia’
and ‘w,c’ can independently refer to Arab but together they mean country name. Another similar
example is ‘sUl,;9° (Wazirabad) which name of a city of Pakistan. Also in this case both the
morphemes ;.59 (Vizier) and ‘sULI' (Developed) can exist independently.

Some names are also written with space in between. ‘dll oleil’ (Inamullah) is one such example.
We have mentioned it as ‘Inamullah’ in English the /u/ sound in ‘ullah’ is because of diacritic
PESH “ “ on Alef ‘. But as mentioned before diacritics are not so common in texts so a non-Urdu
speaker can read it as ‘ullah’, ‘illah’ or ‘Allah’. ‘illah’ is a non-word but ‘Allah’ is a valid word. This
creates ambiguity whether it is part of name or ‘Allah’ (GOD) because ‘plel’ alone is a valid
name. Consider an example below where a single sentence can have two different meanings.

b)Sw\J:wLNuSLg.wéqmplgﬂ b)gwdcauwus|_9.w,=§qmplw|
Inam Allah than other anyone not afraid (I/You/He) Inamullah other than anyone not afraid
Inam is afraid of no one but Allah I/'You/He am/arel/is afraid of no one but Inamullah

Figure 45: Ambiguity in Proper Names
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Second construction is less common but is still found. In this sentence the speaker is talking
about someone who is only afraid of Inamullah. But from sentence it is not clear who is being
talked about. It can be first person (himself), second person (the listener of the sentence) or third
person (someone else).

3.2.4. English Words

Some words adapted from English are now very commonly used in Urdu. In some cases space
must be inserted where other are written both in joined and separated form. These are shown in
following table.

Table 6: English Words Transliterated in Urdu (Joiners)

Joiners (Always Separated)
Sy S Network
IO il Championship
Joiners (Separated or Joined)
Usad vs. Ugd (sl Telephone
SN 999) VS, (w9 (U9 University
JU &6 vs, JUss Football
Non-Joiners (Separated or Joined)
JSlw eo vs. JSolw g0 Motorcycle
3,00,5lg vs. 5,00 LSlg Water board

3.2.5. English Abbreviations

Abbreviations are not used in Urdu but English abbreviations are used. The pronunciation of each
English letter in abbreviation is written in Urdu and each letter is separated by space. In essence
an abbreviation is a single word. So this is a space deletion problem. Examples are given below.

5 zul s PhD
Z1 sl s PIA
ol 65 ol MQM

Figure 46: Abbreviations

Abbreviations are not necessarily a single word. In case of names of person each letter of
abbreviation is a separate word because it represents a constituent of name (initial, medial or
family) and each part of a name is a separate word according to our analysis. Examples are given
below.

2ob pul Ll S.M.Zafar
Sl 3 ol N.D.Shakir
xiyd ) ol S.A.Qureshi

Figure 47: Abbreviations in Person Names
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Urdu Word Segmentation Problem

Space Deletion Problem

LA

Wb Olo S UssS OF ASigsS

So9 S o vl o

7 ( \
.

1.

Space Insertion Problem

AlTbr. Non-Joirer Ending

Joiner Ending

Jsv J

= =S or s

Figure 48: Urdu Word Segmentation in Nutshell

Key: DA=Derivational Affixes, CW=Compound Words, PN=Proper Nouns,
EW=English Words, Abbr. =Abbreviation, NC=Normal Compounds
CVS=Compounds with Spelling Variation, JSV= Joiners with Spelling Variation,

NJ=Normal Joiners

4. Word Hierarchy

In this section we now concretely define word. As already seen defining word is very tricky and no
consensus can be reached unanimously. So we categorize words at different levels. If we
carefully examine, a sentence can be broken as shown in following figure:

Letters

Morphemes

l

Words

l

Phrases

Sentence

sTv srn y! it! :0! |u! |nv sd: so:

l

‘Try’ ‘t0’ ‘un’ ‘do’

l

“Try’ ‘to’ ‘undo’

‘Try’ ‘to undo’

“Try t0 undo’

rrrr L vt e

U 9 0 > U p O

VL

luyl '_LLD' 'L_))S)..DI . 1

'US,)' '_LLO UJB)_.Q' 1 . 1

'Ugy o W90 ' ao'

l

'Ugy dio )9y o'

90 W YU S e

Figure 49: Letter to Sentence
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4.1. Compounding

Letters make morphemes, morphemes make words, words make phrases and phrases make
sentences. But life is not as simple as it seems. There are some categories that lie somewhere in
between phrases and words. We don’t know whether to classify these as words or as phrases
because some of the instances of this class seem to be word themselves while others are clearly
phrases without functional words. Former are so tightly jelled that they are lexicalized into the
minds of native speakers whereas later are not and appear to be phrases. For example a native
speaker would always say that ‘elacl .59’ (Prime minister), ‘.ssu pgo’ (Candle) and ‘lousg ok’
(Discipline) as a single entity and is not so sure about ‘95,| wlas=; ;50" (Center for Research in
Urdu), ‘0L oW (Parents) and ‘sowlow 9 sid’ (Religious and Political). First category of
examples appears to be word like, where as second class seems to fall in the category of
phrases, where ‘95| wls.sxi ;5,0  is same as 55,0 IS Gud=i 9>,0", ‘LL LW is same as ‘Ll gl LW,
‘awlow 9 sy’ is same as ‘sowlow 9l swd’. Similar construction can not be devised for first
category of examples. But both the categories fall under heading of compounds.

So we add an intermediate level named compound in figure 49 without classifying these as words
or phrases. We will also treat words defined in section 3.23 and 3.24 under this category.
Therefore words like ‘wgd (sl and ‘alll pl=il’ fall under this category.

4.2. Reduplication

Urdu richly exhibits reduplication. Again there is confusion because some examples are purely
deemed to be as words where as others are classified as a product of a word ‘X’ plus variation of
word ‘X’ which itself is a non-word that is orthographically or phonetically similar to X’. A native
speaker has no doubt in his/her mind that ‘jiuSoiS” and “ul” where as they would not be very
sure about ‘LX) e and ‘Lulg sul’. Former category of examples is lexicalized into minds of
native speaker whereas later is not. Therefore again we define an intermediate level between
word and phrases known as reduplication without committing anything about their word hood.

4.3. Abbreviations

Like compounding and reduplication, abbreviations are also a source of confusion where we do
not know whether to classify these as words. There is no general consensus on whether ‘ _sJl sy
~|"is a one word or three. So we define an intermediate level between words and phrases that
deals with abbreviations. Abbreviations used in names are treated as separate words because
they signify initial and medial names. Therefore ‘. | (3l s’ is identified as one unit where as
‘Sl S8 ol is classified as three.

Having solved these three problem areas we now redefine our picture that we will use to model
our problem.
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Letters
Morp hL’n es

l

Words

Compognds Feduplication  Abbreviations

Phrases

Sentence

Figure 50: Letter to Sentence-Modified

If we further streamline the above given figure we would be able to draw a clearer picture based

on which a model can be defined.

Letters

My Segmentation Model

Word

Morphemes (Free & Bound)

l

Words (With Affixation & Free
Morphemes)

Letters
IolllwldlllplLSIIIOIJIJI|lgl|lL)_.._AJIUI
[ ] 1 1 n

I'S' _'l'2's'0's'e pw'o o' e yw

l

My Segmentation Model

Word

Compounds Reduplication Abbreviations

Morphemes (Free & Bound)
"' Sl>'er" il mia ' Gl ool 'all's L

Words (With Affixation & Free
Morphemes)

'8 590" micaasal il sl ol 'l L

Phrases

Senience

Compounds Reduplication Abbreviations
'8 ' Sl>'"sy" il sl gl pol'alll sbawl!

Phrases

Sentence .
' Sl g il sl gl ol Ul sLaul'

Figure 51: Letter to Sentence-Modified-Reloaded
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By defining a hierarchy such as above helps define a model that can produce an output at
different level. At level 1 the model simple generates morphemes (free and bound both),
generates constituents of compounds, abbreviations and reduplications. At second level the
model joins free and bound morphemes to generate words with affixation. For example ‘w,g,0’
and ‘xiw’ will be joined at this level. As shown in figure above, the model clearly says that the
output up till this level lies inside the box known as word. This is because there is no dispute over
the word hood of these. At a third level of output the model joins the compound words,
reduplication and abbreviations.

5. Problem Statement

The statement of problem for the thesis work presented in this document is:

“Given a sentence of valid Urdu words that have space insertion and deletion problems,
detect word boundaries based on definition of word modeled in section 4, figure 51"

This work goes beyond word level and also detects boundaries at compound, abbreviation and
reduplication level and outputs sentence at three different levels.

6. Literature Review on Existing Techniques

The techniques previously used can be roughly classified into three categories:

e Lexical Rule Based
e Statistical Approach
e Feature Based Approach

This section briefly traverses through various different techniques under these categories. The
hybrid approach is a more recent phenomenon that combines lexical knowledge with statistical
information.

6.1. Lexical Rule Based Approach

Rule based approach makes use of lexical knowledge to perform segmentation. Most commonly
used models are:

e Longest Matching
e Maximal Matching

6.1.1. Longest Matching

Most early works in word segmentation are based on longest matching [16, 17]. Longest
matching technique scans the input from left to right (or right to left for Arabic Script) and tries to
find the longest possible match with in dictionary. If the match is found at n™ the next search
begins from (n+1)th character in the input string. In case the algorithm fails to find rest of the
words in the sentence the algorithm must back track to find the next possible match.

Linguistic information, combined with longest matching is employed by [18] to speed-up Lao word
segmentation. The algorithm first identifies syllable boundaries in text through a finite set of rules.
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A word in Lao can have 1-5 syllables; the algorithm tries to combine up to 5 syllables and perform
a look-up in dictionary. Identifying the syllables first improves efficiency because it performs
lesser number of dictionary look-ups.

Longest matching is used with word binding force in [19] for Chinese word segmentation. Words
in lexicon are divided into 5 groups having 1, 2, 3, 4 or more than 4 characters. Because Chinese
words mostly have one or two characters. Searching for longer words as practiced in longest
matching is an extremely inefficient approach. To solve this problem lexicon is reorganized so as
all the entries in lexicon are structured to have one or two letters. The words having 3 or more
characters are broken into pieces. The pieces are stored as free morphemes, affixes or infixes.
Each entry as a pointer to all its possible affixes infixes. These entries are than coalesced so as
to find longest match.

Longest matching fails to find correct segmentation because of its greedy characteristic. A classic
example from Thai word segmentation ‘ldvuL1& (go to see the queen) is incorrectly segmented
as 'l (go), »u (carry), i (deviate), & (color). However the required segmentation is ‘1 (go), w1
(see), LA (queen) [16].

6.1.2. Maximum Matching

Maximum matching algorithm was proposed to solve the shortcomings of longest matching.
Unlike longest matching algorithm it generates all possible segmentations for a given input and
select the one that contains fewest words. This can be efficiently achieved through dynamic
programming technique. So maximum matching will correctly segment liUuuid into 1l (go), 1
(see), KA (queen) as it contains lesser number of words.

Because the algorithm uses global maximum matching rather than using local greedy heuristics it
always outperforms longest matching technique. The algorithm will fail in the case when
alternatives have same number of words, as it can not determine the best candidate. Some other
heuristics are often applied then. These heuristics might again be greedy one for example
preferring the longest matching at each point [20]. Minor variants of maximum matching are
discussed in [25, 26, 27 and 28].

Longest and maximum matching approaches prefer compound words over simple words.
Maximum matching prefers overall number of words to be minimum. With a fully comprehensive
dictionary above 95% accuracy can be obtained by using longest and maximum matching
techniques. [22] has reported 98% accurate results with 1300 simple sentences. However, it is
obvious that it is impossible to have such a dictionary having all morphological forms of word.
Dictionaries normally keep one entry, known as base form, for each word. Even if it contains all of
its possible citation forms we can’t expect it to contain all possible personal pronouns and
transliterated foreign words. The efficiency of these techniques drops adversely when the input
text contains unknown words. This is shown in figure below. The data shown is based on Thai
word segmentation problem.

Table 7: The Accuracy of Two Dictionary-Based Techniques
vs. %age of Unknown Words [21]

Unknown Accuracy (%)
Word (%) | Maximal Matching | Longest Matching
0 97.24 97.03
5 95.92 95.63
10 93.12 92.23
15 89.99 87.97
20 86.21 82.60
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25 78.40 74.41
30 68.07 64.52
35 69.23 62.21
40 61.53 57.21
45 57.33 54.84
50 54.01 48.67

It is evident that the accuracy drops drastically as the percentage of unknown words increases.
With 50% unknown words, accuracy for both maximal and longest matching techniques declines
to 54 and 48% respectively.

The second problem with these two techniques is their dealing with segmentation ambiguities.
Longest matching algorithm deals with ambiguity simply by ignoring it. The method is guaranteed
to produce just a single segmentation. Maximum matching on contrary has to provide criteria for
choosing best out of a set of multiple possible segmentations. Some of these criteria might be
based on syntactic or semantic features (e.g. [23] that use a unification approach). Others are
based on different lexical heuristics. For example [24] attempts to balance the length of words in
a three word window, preferring segmentation that give approximately equal length for each word.
Nevertheless, no single criterion or a set of criteria can cater all the possible segmentation
ambiguities and therefore some of these might still be incorrectly resolved. Consider following
example

Input Possible Segmentations
Ulg>g5 Young Lad
Ulg=>gs (youngsters)uls> (nine) g Nine youngsters
(them)ul (that ) ¢> (nine) ¢ Nine that with

Figure 52: The Possible Segmentations for Word ‘Ulg>9’

Any of these can be correct segmentation based on the context words as can be seen in figure
17. Both longest and maximal matching algorithms however, would always identify ‘Glg>g¢;" as a
single word.

6.2. Statistical Based Technique

Recently, there has been an increasing interest in applying statistical techniques and involving
probabilistic models to solve word segmentation predicament. Unlike, the techniques mentioned
afore probabilistic word segmentation is based on the context in which word is occurring. The
information of neighboring words is often useful to resolve segmentation ambiguities [29, 30]. A
few factors are required to be considered when applying probabilistic approach. These are
context width and the applied statistical model. The wider the context more is the accuracy, and
more is the complexity. As far as statistical model is concerned bi and tri-gram models are more
frequently employed.

Another important question to be answered is whether the n-gram model should be applied at
character, syllable/ligature or at word level. All the variations have seen to occur in different
literatures that talk about probabilistic word segmentation. Viterbi—based technique used by [31]
in the initial works of Thai word-segmentation is a character-based technique.

Statistical models can be run on top of rule-based models to apply n-grams on words or smaller
clusters/syllables. In most Southeast Asian languages the text can be segmented into smaller
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units known as clusters or syllables. Unlike word-segmentation, segmenting a text into
syllables/clusters is a very easy task. It can be achieved by a finite set of rules. A cluster/syllable
is a more well-defined unit than a word because text can be unambiguously segmented into
clusters. Work on Lao & Thai syllable segmentation is given in [18] & [34] respectively.
Segmenting the word first into syllables effectively removes most of the word-segmentation
ambiguities in Thai-text. After segmenting the text into syllables an n-gram model can be applied
on syllables.

Syllable based bi-gram model can also be used for Urdu to solve both space-insertion and space-
deletion problem. For example sentence ‘9> wlg> Ulg>g¢s’ (answer me young lad) is first syllabified
into ‘95| wl|9=>|ul|s>| ¢’ ‘| represents syllable boundary. Interestingly each syllable is also a word
in this example and possible word segmentations for this sentence are:

9> | Vlg=> | Ulg>gs Young lad answer give

9> | wlo> | Ulo> | o Nine youngsters answer give
vl ]l o> Nine that them answer give

9 | vl | o> | Ulg>gs Young lad that now give
o | ul]lex>]| s> g Nine youngsters that now give
»lol]lex]ul]le>]|oe Nine that them that now give

Figure 53: The Possible Segmentations for Sentence ‘9> wlg> Ulg>g5’

Other syllable mergers can be ruled out because they form non-words when combined together.
The model based on bi-gram statistics will select the path that maximized the probability which in
this case will be:

P(X)=P (5]s)*P(s]35)*P(] ) *P(space| ) * P(s> | space) * P(< | »») * P(space | <) *
P(s> | space) * P( space | s?)

In the later works [32] & [33] variants of tri-gram models are used in conjunction with part of
speech trigram model to compute most likely word-segmentation and tag-sequence at the same
time. One such model is developed in [35]. A rule based morphological parser JUMAN is used to
determine word-segmentation and POS tagging. AMED, a rule based segmentation and POS
correction system is then employed. A bi-gram model is finally run to disambiguate the
segmentation and POS tagging. The architecture is shown in figure below:

JUMAN

AMED

POST

Figure 54: BBN’s JUMAN/AMED/POST Word Segmentation and POS Tagging Architecture

A similar model is also proposed by [36] which use a rule-base to identify 2-character cluster.
The algorithm proceeds by sliding a 2-character window over an input sequence and calculating
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whether this 2-character cluster is a word-boundary or within a word given a previous two
character sequence and sequence’s status as either word boundary or continuation.

Statistical methods can effectively solve problem of unknown words especially for the
constructions like names. Tri-gram model along with part of speech tagging is used as a base by
[37] to detect unknown word boundary. A plain trigram model is first used to separate sentence
into words. POS is assigned to these words. N-highest probable sequences are than selected.
The model is formally defined as:

Let C = c4C,...c,, be an input character sequence. W, = w;w,...w, be a possible word
segmentation and T; = t;t,...t, be a sequence of POS for W; Find W,;W,...W, which have N-
highest probability of sequence of words. Where:

P (W)= P(WTy)
=2 P |t ti2) X P(w; | 1)

Where P(t; | ti4 ti.2) and P(w; | t;) are computed from the corpus.
Unknown string is detected out of the sequence. It may be a word itself, more then a single word

or part of neighboring word. All the possible candidates of unknown words are generated. These
are based on following heuristics. For example there is a sentence:

S=wwsy...wyUw, ... w,
Where w; € Dictionary and U & Dictionary
n = Number of Words in the sentence

UNK={XUY|XeAandYeB}
Where UNK = set of unknown candidates
A= { Waisa ie [O:K]} u {"‘:}
B ={ Wp,b+ i€ [0,K]} U {£}
Wij= Wi W<
£ = Null string, K = Constant Value

Figure 55: Equation for Generating Explicit and Partially Hidden Unknown Words

Explicit unknown words are the words that have no sub-string in dictionary for example ‘,.w,S’
(cursor). Partially hidden unknown words are the ones composed of known words and unknown
string ‘S wyg,0° (Need) where ‘w)9,0° (Necessity) or ‘xie w90’ (Needy) might be present in
the dictionary but ‘Sixw W, 9,0’ itself might not. So it is composed of known + unknown string. In
case of fully hidden words both the strings separately exist in dictionary but not in combined form.
Example is ‘0L ule’ (Parents) which are not found in dictionaries, although ‘ule’ (Mother) and
‘U’ (Father) are both found in dictionaries. This category of unknown words is hardest to detect.
The equation for these is given below:

S=WWo ... Wy ... Wy ...WqW,
Where w; £ Dictionary
n = Number of Words in the sentence
W, is the word that has probability less than threshold

UNK={XUY|XeAandYeB}
Where UNK = set of unknown candidates
A ={Waia1i€[0,K]} U {£}
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B = { Wa+1,a+ 1 €[0,K]} U {£}
Wij= Wi Wji<j
W =w,: P(w, ]| t;) < threshold or
W € Wap War Wa: P(ta | tas, taz) < threshold or
& = Null string, K = Constant Value

Figure 56: Equation for Generating Fully Hidden Unknown Words

If P(ta | ta1, ta2) < threshold than w,, and w,_4 are also considered to be unknown word because
less than threshold probability of w, might be coming from previous words.

Using these equation unknown candidate words are generated. Based on these candidates new
candidate sentences are generated. POS tags are applied to these sentences through trigram
statistics. Unknown words are given proper noun tags. Let W be a sequence of words wy...w,
and T;be a sequence of tags t;...t,. Find P(X) which maximizes P (T;| W):

P(X) = argmax +; P (Ti| W)
= argmax; P (t, | ti.1 ti_2) x P (Wi | t,)

There are some problems with n-gram statistics. First it considers only coarse information of part
of speech in a fix restricted range of context. Long distance dependencies and word collocations
may be easily ignored and some important information might be lost [38].

Another problem with this technique is that results are heavily dependant on a segmented training
corpus. It requires enormous training corpus to estimate all the parameters correctly. Corpus
preparation is a very time consuming and laborious task. And yet another problem is that too
many functional (or close class words) can make the analysis biased.

Nevertheless, statistical methods are still assumed to be very effective and proven technique to
solve for both segmentation ambiguities and unknown word problem. They can be used
standalone or in merger with rule-based techniques accompanied.

6.3. Feature-Based Approach

Feature based techniques are used to overcome the shortcomings of statistical techniques. A
feature can be anything that tests for specific information in the context around the target word
sequence, such as context words and collocations. Instead of using one type of syntactic
evidence as in N-gram approaches, we can apply synergy of several types of features. The idea
is to learn several sources of features that characterize the context in which each word tends to
occur. Then these features are combined to remove the segmentation ambiguities [37].

Context words feature tests for a presence of a particular word within +/- K words of the target
word. Collocation tests for a pattern of up to L contiguous words and POS around the target word.
All the possible ambiguous strings in training corpus are registered as special entries in
dictionary. Confusion set is generated by listing all the possible segmentations. For example
confusion set for entry ‘unn37’ is {11 N1, u1n 91} Then features are learned for each element of
the confusion set. Example of feature for the above given confusion set include [38]:

e ¢a within -10 Words
e 11 071 Collocation
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The first feature uses context word to disambiguate and prefers ‘unn 37’. Second uses character
collocation and implies ‘un A37.

Syllable based collocation is also implied by [39]. It views word segmentation as two step
process. First segmenting the text into syllables and then merging the syllables. The idea is that
collocation strength between two syllables that are part of a word is more than collocation that are
not part of word. For example in a sequence of syllables ...a-b-c-d-e... in which ‘b-c-d’ is a word
the collocation strength between ‘b-c’ and ‘c-d’ is more than the collocation strength between ‘a-b’
and ‘d-e’. The overall collocation of a sentence can be defined as:

n a-1
St=Y Fuy =Y Oy
/=1 f=
k-1
Fuj = ) Csjus oy U AL W, = 515500005,
J=1

DW;AV;+1 =Cs S L

such that s ; is the last syllable of w
S ;41 15 the first syllable of w,,

Figure 57: Over-all Collocation of a Sentence

Collocation between two syllables x-y can be defined as [39]:

K)o PRI prlx)
R e~ qtoatr a1
g RN, )] Caunt ()

Count(x, Any ¥ | Couné(x)

_tog_ U6, 1)
Court e, Ay, )

Figure 58: Colloaction between Two Syllables

Where p(x, y) is probability of finding syllables x and y together and q(x, y) is the probability of
finding any syllable between x and y.

Another feature generates all the possible prefix sets. A prefix set is a set of words where ‘a’ and
‘b’ are two words in set and either ‘a’ is a prefix of ‘b’ or ‘b’ is a prefix of ‘a’. An example of prefix
set is {11, W1n, unnuna}. {u1, W1n} is another prefix set which we must consider too. Based on
the feature set training examples are extracted from the corpus which are used to extract
features. These features are than used to decide whether ‘unaung’ is segmented into ‘w1 auner,
‘A e’ or ‘WnNNer.

Two popularly used machine learning techniques Winnow and Ripper are commonly used to

extract discriminative features from the feature space. Given below is brief introduction about
these.

6.3.1. Winnow

Winnow forms a neural like network in which target node is connected to several nodes. Each of
these nodes is a specialist that looks at a particular value of an attribute of the target concept,
and will vote for a value of the target concept based on its specialty; i.e. based on the value of
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attribute it examines. The global algorithm will then decide on weighted majority votes receiving
from those specialists. The pair (attribute=value) that a specialist examines is a candidate of
features we are trying to extract [40].

6.3.2. RIPPER

RIPPER is a propositional rule learning algorithm that constructs a rule set which accurately
classifies the training data. A rule in constructed rule set is represented in the form of conjunction
of conditions:

If Tyand T, and ... Tythen Cy

Tsand T, and ... Tyis called the body of the rule. Cx is the target class to be learned; it can be
positive or negative one class problem, or any class in case of learning multiple classes. A
condition T, tests for a particular value of an attribute, and takes one of four forms: Ay=v, A. =2Q,
A; =Q and ve A where Ay is nominal attribute and v is a legal value of Ay. A, is a continuous
variable and Q is some value of A;that occurs in the training data.

Prime focus of feature based techniques is to remove ambiguities in text. These run on top of rule
based or statistical techniques. General model is given shown in figure below:

Training Set Input Sentence

" at

Winnow RIPPER Maximal Matching N-Gram Statistics
+POS TAGGING

o

Network Rule set N-Best Segmentations

>
»
»

v
Segmented Sentence

Figure 59: Feature Based Segmentation System [38]°

7. Methodology

Methodology adopted for accomplishment of our word segmentation model defined in section 4
include following steps.

1. Studying of segmentation errors in Urdu

2. Data collection

3. Implementing segmentation model for Urdu
4. Algorithm

> This figure is a modified version of [38]
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7.1. Studying Word Segmentation Trends in Urdu

A study was performed to identify segmentation problems in Urdu. The data used for analysis
was taken from BBC and Jang corpus mainly. A data of 5,000 words from both corpuses was
looked at. The percentage for each problem was calculated. Given below are the results of study:

Table 8: Error Statistics from a Study of BBC and Jang Corpus of 5000 Words each

BBC Corpus Jang Corpus Total
Space Insertion 373 | 7.46% | 563 | 11.26% 936 9.36%
Affixation 298 | 3.96% | 467 | 9.34% 765 7.65%
Reduplication 52 | 1.04% | 76 1.52% 128 1.28%
Compounding 133 | 2.66% | 218 | 4.36% 351 3.51%
Abbreviations 263 | 5.26% | 199 | 3.98% 462 4.62%

Table 9: Percentage of Total Errors

Number of Errors | %age of Total Errors
Space Insertion 936 35.42%
Affixation 765 28.95%
Reduplication 128 4.84%
Compounding 351 13.28%
Abbreviations 462 17.48%

7.2. Collecting Data

This step involved collecting data to be used for the model. A list complete list of 102863 “words®”

was obtained from CRULP resources. This list contained 53513 common words and 49350
proper nouns. This list also contained compound words, words with affixes, company names, and
foreign English words. These words are also POS tagged as nouns, adjective, verbs, auxiliary,
adverb, pronouns and some other tags for functional words.

7.2.1. Collecting Free Morphemes

This list was cleaned up so as to extract free morphemes. These included common words with no
affixes. Proper names of cities and countries were separated and added to list. Only the names
that did not contain any spaces were chosen. Person names were also extracted and added to
this list of morphemes. After cleaning the data a list of approximately 62,000 free morphemes
were obtained. POS tags for these morphemes were also extracted. POS tags are used in
affixation module discussed later.

7.2.2. Data Collection

A list of approximately 17,800 names was also extracted from a word list obtained from CRULP
resources. These are kept separate and are use in abbreviation module discussed later.

7.2.3. Collecting Compound List

® Not the word defined in section 4.
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While extracting a list of free morphemes Urdu compound words were also separated and a list of
approximately 1850 compound words was extracted. This list is used as a look for compound
words.

7.2.4. Collecting List of Affixes

A comprehensive list of 450 affixes was obtained from a side project in CRULP. 20 others were
added during the phase of testing. These affixes were divided into 2 categories prefixes and
suffixes. This altogether formed a list of 60 prefixes and 410 suffixes.

In Urdu some affixes can occur in both in free and bound forms. When they occur in free form
they are not part of the words but hold status of words. Each of these two was further categorized
into free and bound prefixes and suffixes. Given below are the results

Table 10: Free and Bound Affix Status

Prefixes Suffixes
Free Bound Free Bound
56 4 197 213

A comprehensive list of bound and free prefixes and suffixes is given under Appendix G.

Separating free and bound affixes helps joining morphemes in affixation module. Bound affixes
can be joined with preceding or following word immediately. Free affixes are required to be
examined carefully before joining. This is further discussed in affixation module.

7.2.5. Collecting Unigram and Bigram Frequencies

Against each of the words collected from corpus a list of unigram frequencies was obtained from
CRULP resources. Unigram frequencies for proper names was not available ‘1’ was assigned to
each of such word. Each of the normalized frequency was divided by 18308616 (the grand total
of all the frequencies) to obtain unigram probabilities.

A list of 36393 bi-grams probabilities were obtained from another work, a side thesis “POS
tagger”. These bi-grams probabilities are obtained from a BBC tagged corpus of 80,000 words.

7.2.6. Collecting Space Insertion Instances with Spelling Variations

A list of space insertion problems that exhibit spelling variation was extracted from the study of
BBC and Jang corpus. A list of 36 such cases was extracted. Most of these are given in
Appendices.

7.3. Components of Segmentation Model

This section explains the implantation details for implementing model shown in figure 51, section
4. Each of the problems is solved in a different module and all the modules merge together to
give final output. All the modules are discussed one by one and then merge details are given. The
sequence of writing is not as they fit into model or as the algorithm moves. These should be read
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as separate component. Section 7.4 gives algorithmic details and description how these modules
jell together.

7.3.1. Maximum Matching Module

Maximum matching module is given a string without any spaces. The function of this module is to
get all possible segmentations from the input string and rank them. Maximum matching module
goes through following steps.

7.3.1.1. Extracting Words

For a given input extract all possible valid words from list of free morphemes (we call it corpus
from now onwards). For example on input string ‘Cuau>do,w’ maximum matching module
extracts 10 possible words given as ‘ do,w’, o', 20, ‘0, g0, f A0, e o>, aaw’
and ‘.sww’. These ten words act as our mini data base for generating segmentations.

7.3.1.2. Generating Segmentations

The module now generates segmentations from the extracted words. For each of the words
extracted the module now finds which of these are starting of the input sentence and store each
of these separately. In the given example ‘a0,.w’ and ‘.’ are found. Each of the starting words is
stored in two dimensional structure as shown below

-\.D)_LAJ

)_u.l
Empty Slot

Figure 60: 2-D Matrix-Generating Segmentations

Now for each of the starting word a next possible word is chosen from the list by looking at input
sequence. For example next possible word for ‘3o,w’ is ‘Gusw>" and ‘sow>’ where as next
possible word for “,.w’ is ‘a0’ and ‘zao’. So we put these options and fill the 2-D matrix. If a
starting point has more than one option then the entire branch is copied onto Empty Slot and the

variable is progressed to next index. After this iteration the matrix looks like

Pl Clo
0 W >
Puvy o
Empty Slot

Figure 61: 2-D Matrix-Generating Segmentations

Now we have four starting points namely ‘L', ‘a0’, ‘s>’ and ‘zao’. For each of these
staring points we again search for next expected word branch when required. If no matching entry
is found against expected entry for a starting point then either the string has ended or no such
word exists in words extracted in step 7.3.1.1. In this case that letter is dropped, error is reported
and searched is started from next character. For example in above given when searching next
entry for ‘s>’ the program tries to look for words starting from ‘0’ no such entry is found error
is reported ‘v’ is added to segmentation matrix. Similarly when searching next entry for ‘zas’ the
program tries to look for words staring from ‘s’ no such entry is found so it registers an error and
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tries to look words staring from ‘w’. After all the starting points have been completely exhausted
the 2-D matrix will look as shown in figure below:

P Co O
A0 W > S
Py o > v
P CIo S v
oy > v
pusy Jo > S v
Empty Slot

Figure 62: 2-D Matrix-Generating Segmentations

When a word is chosen as a potential next possible word to a current starting point it is verified
against the input string. For example if a starting point is ABC and the expected next entry starts
from words D. The program selects all the entries starting from D from mini data base but verifies
each of these against the input string. Let say the input string is “DTOABCDEF”, the mini
database has ‘DTO’, ‘DE’ and ‘DEF’. At starting point ‘BC’ the expected entry should start from ‘D’
potential candidates are ‘DTO’, DE’ and ‘DEF’. But the program will reject ‘DTO’ by verifying it
against input string. The program maintains an index on where in input string it is.

Against each of the generated segmentation its word and error count are also maintained. So 2-D
matrix looks like:

Puvy Co [y 3 0

A0 > v 3 1

puvy Jo > v 4 1

puvy Clo S\ v 4 1

puvy > v 4 1

o Ao > S U 5 2
Empty Slot

Figure 63: 2-D Matrix-Generating Segmentations

The program also maintains which of the elements in mini database are used in generating
segmentations. There might be a possibility that we have missed out some segmentation. For
example in above given mini database two elements ‘io,’, and ‘e, are not used in any
segmentations. The program now generates segmentations against each of these. For a missed
out entry ‘a0’ the program detects its initial and final string from the input string. These are ‘L’
and ‘.www>’. The program recursively calls generating segmentation step discussed in this
section to generate all possible segmentations for each of the preceding and following strings.
After all possible segmentations are found these are merged together. For example against ‘o)’
preceding string generates only one segmentation ‘L,u’ where as following string ‘cawus’
generates three segmentations namely ‘s, ‘o>’ + 'O and ‘s, ‘S’ and ‘WL If ‘'n’ is the
number of segmentations obtained from preceding string and ‘m’ is the number of strings
obtained from following string then m x n new segmentations are obtained. Similar procedure is
repeated for untouched entry ‘o,” where segmentations for ‘L’ and ‘uwu>>" are generated and
merged. The final 2-D matrix that we devised now updated as shown in figure below:
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Ao > v 3 1
Py o g v 4 1
S o S U 4 1
Py o S>> v 4 1
pusy Jo g S v 5 2
v Jo, LA v 4 1
uw o, > S U 5 2
o £ > > 4 1
U P p) > ) 5 2
U yJ) > > S v 6 3

Empty Slot

Figure 64: 2-D Matrix-Generating Segmentations

7.3.1.3. Selecting Best Segmentations

After all the segmentations have been generated the program now selects best segmentation.
The selection is based on minimum number of words heuristic. Segmentations are sorted based
on minimum number of words. If two segmentations have same number of words then their error
count is compared. 10 best segmentations are selected from the lot.

7.3.2. Handling Space Insertion Instances with Spelling Variations

Maximum matching module handles most of the space insertion problems however the ones with
spelling variation are not taken care of. These are dealt in a different module. Given a string
'OMz, S' maximum matching module will output 'swS' and "WM_> which is not the right
segmentation. Such variations can be affectively dealt with running a spell checker on a given
input before sending the input to maximum matching module. As already mentioned, during study
of BBC and Jang corpus a list of such problems was extracted. This list is complete by no means
but it covers most common occurrences of this problem. For example '__S' and '_J' when come
together are often written in a joined fashion as '_J.S".

This module is run over maximum matching module. If ' LS" or any such instance registered in
the list occurs it is broken into its proper constituents. The status of both of the constituents is
now "resolved" so these are not send to maximum matching module.

Some of such instances like 'saus' and ',SJ' etc are also free words or part of words in Urdu so
such instances are not broken into constituents and sent to maximum matching module to
analyze.

7.3.3. Handling Reduplication

The instances retrieved from BBC and Jang data showed that Urdu exhibits both full and partial
reduplication. Partial reduplication further had patterns (already discussed in section 2.4). Giving
a deeper insight into all the instances collected from corpus one finds out that they share a
property. In a reduplication instance XY Y is either X or a variation of X. In case of later changing
Y by a character or two can get us X or vice a versa. Therefore given an input sequence 'a;, a,,
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as, a4...an. edit distance algorithm can be applied on each a4, a,. If the edit distance between
these two is 1 then these two can be merged into a single unit under the tag of reduplication.

The case of full reduplication is trivial and can be done simply comparing if a,.; and a, are equal.
Reduplication test is only applied if length of a,; and a, is greater then 3. The reason for this is
that there is a great probability that words of length smaller than 4 might not be instances of
reduplication but the edit distance between them is 1. One such instance is 'LS LS' that
repeatedly occurs in corpus and has edit distance 1. But marking 4 as a cut off point also leaves
examples like 'Jo5 J,5' and ' Klpi SJI' as two separate entities.

Reduplication is also run over maximum matching module. The reason for that is that the
reduplicated word Y is often not present in the word list. So maximum matching module will break
'Y' into some other segments after which it would be impossible to join it back. As an example
'Slgs' if send to maximum matching is broken into ' Jgi' and 'S'.

Reduplication check is also applied on single word Z because there might be a case that Z
contains XY where X ends with a non-joiner character. One such example is 'Vl&5\W.a3' where
X="W.a3' and Y="Va5'. To examine such cases Z is split into equal two halves and edit distance is
applied on the two halves. If it results in 1 the two are registered as reduplication and not sent to
maximum matching approach.

Single edit distance algorithm is given in Appendix H.

7.3.4. Handling Affixation

As already mentioned affixes are identified as free and bound morphemes. The purpose for
identifying free morpheme affixes was to conduct an analysis. The idea used is to gather all the
words in list (obtained from NOKIA) where that affix is used. Separate affix and the root
morphemes from each of the searched words. The POS for all the roots were extracted. From
these POS we get information that what are the most common POS's that get connected with this
affix. For example against suffix 'SU' we found of 30 words from corpus. The POS's for the root of
each of these words were extracted. Out of 30 instances 28 were NOM (Nouns), 1 was found to
be ADJ (Adjective) and 1 of these was ADV (Verb). Therefore it can be inferred that suffix 'SU'
gets connected with preceding word when it is a noun. Similarly 352 word occurrences for prefix
<" were found. These were analyzed to infer that ',.¢' comes as a prefix before words NOM,
ADJ and ADV. A small VB program was written to obtain these results.

Having analyzed affix status for all the free morpheme affixes we are now ready to join free
morphemes obtained from maximum matching module. A 2-D matrix similar to the one shown in
section 7.3.1 is passed to affixation handler. Every morpheme 'X' in 2-D matrix is checked
whether it is an affix. If a morpheme is found to be an affix then it is checked whether it is a prefix
or suffix and whether it is a free or bound affix. If it is a non-free affix it is joined immediately with
preceding or following morpheme depending upon if it is a prefix or suffix. If it is a free morpheme
affix then POS for preceding or following morpheme is extracted. If the POS of that morpheme
matches with POS status of this affix then the two are combined. Otherwise they are not
combined. For example in following two examples affixation handler operates as shown under.

Lol [ 8 [pl[ope [ SL] o | B ]

Figure 65: Affix Handler - Example 1

For suffix 'SU', POS for 'w,.c' is looked at. Because POS of '« ,.c' is NOM which matches with
the POS status of 'SU' these two are combined. On contrary in following
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[swad [ U [ g |

Figure 66: Affix Handler - Example 2

will not join suffix 'SU' with because POS for 'suoJ ' is ADJ which does not match with POS
status of 'SU'.

This technique is not fool proof. It does is able to correctly detect whether an affix is occurring as
a free morpheme or as an affix in a sentence in most of the cases but fails in some case. For
example the model will incorrectly join 'Ly’ and 'SU' in following example.

[ ko [ SU ]Gl | oS |

Figure 67: Affix Handler - Example 3

because POS of 'L’ is also NOM. Another such example is

oo || 8 [N | wle]| oo |

Figure 68: Affix Handler - Example 4

Where program incorrectly identifies ',LS' as a suffix and combines it with 'cs,|,9". Because suffix
,§' combines with root words that has POS noun.

This technique can be improved by improving POS tag set. 'k’ 's,,8" and 'w,uce' and 'wu,=5' are
obviously nouns but if nouns are further classified into abstract nouns and other nouns are
separated these errors can be tackled.

However, there would still be errors that can not be handled using this technique. For example
consider following two examples:

09 | ol | ©b UeSow | pwoauxo | S o

Y,
09 S > | usSw | b ] L

Figure 69: Affix Handler - Example 5

In both example ',,' precedes 'ugS_w'. However, in first example ', is postposition or case marker
where as in second example it is a prefix. The technique used in this thesis will not be able to
differentiate between the two. This problem can be solved using n-gram based statistical
analysis. Also if the data was available in diacritized form this problem could be solve because
postposition ', has /a/ short vowel sound where as prefix ',' has /u/ short vowel sound.

Because ',,' and 'ul' are more commonly used as free morphemes and not as affixes in corpus
and the technique employed here does not accurately identifies whether these are prefix or free
morpheme we have removed these from the list of affixes.

This module also tries to handle multiple affixations. If there is already a prefix attached to a

morpheme and a suffix proceeds, the suffix will also be joined to form a word with prefix and a
suffix.

7.3.5. Abbreviation Handler

This module detects abbreviations in input text and tries to merge them if they are not preceding
a name. From the BBC and Jang corpus analysis it was found out that abbreviation when
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occurring in names follow 'X' 'X' 'Name' format where 'X' is pronunciation of an English letter. A
model was designed based on this heuristic.

This module is run on results of maximum matching on 2-D matrix similar to the one in previous
sections. For each morpheme it is checked whether it is an English letter. If that is the case its
preceding morpheme is checked. If preceding morpheme is also an English letter following
morpheme is checked. If following morpheme is not a name then merge preceding and this
morpheme and put them into cell. If preceding cell contains already merged English letters merge
this morpheme with previous cell. Example below illustrates the functionality.

ol ol | sleyw | _S 786

SN
U0 )| sS OO =§ =Jl§ Loow vy

Figure 70: Abbreviation Handler - Example 1

In the first example when looking at morpheme ' sJl' previous morpheme is checked ' (s’ is also
an English character so following morpheme is checked it is not name so 's' and 'sJl' are
merged. The position of 2-D array now is:

| ol [ el [sloy] o | s | 786 |

Figure 71: Abbreviation Handler - Example 2

When repeating this procedure for morpheme ' |' similar test is conducted when all fail it checks
whether preceding cell contains an abbreviation it will be merged into previous cell to give output:

L eloilosy [slow | o [ s | 786 |

Figure 72: Abbreviation Handler- Example 3

On contrary in second example ',I' and 'S’ are not combined because a name '¢,0,' follows.
Because '_S' is very commonly used case marker in Urdu there might be a possibility that it is
incorrectly identified as abbreviation. For example in this string ' ailes S eul 915 pul' '_S" is not
part of abbreviation. For that matter we do not merge '_S' when it occurs as an ending letter in
abbreviation. However, if another letter follows it we merge it. There fore 'oul S pul' will be
merged.

Merging morphemes in this fashion is not fool proof. During testing it was found that a name can
follow even after three abbreviation morphemes. For example in following instance:

ApMSle > v | (A.P.J Abdul Kalam) name follows after three letters. Also there might be a
possibility that in a sentence two different abbreviation sets occur consecutively. For example

a | b oV S 2l S = =olw | o |
b | Lo | sow el oow sy = —olw =
C | o o (5 oo o =S —olw =

Figure 73 (a) Input Sequence, (b) Erroneously Detected Segmentation, (c) Correct
Segmentation

In this case our program erroneously assumes these to be one abbreviation and merge them,
which is not the case as (c) is the correct segmentation.
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7.3.6. Compound Handler

Compound handler module takes a 2-D matrix obtained from maximum matching module. For
each morpheme it tries to combine following 'n' morphemes (where n is 4) and performs a lookup
in the compound list of 1850 compounds. If match is found it combines the next 'n' morphemes
and merge them to starting morpheme otherwise the test is applied to 'n-1' morphemes and so
on. If no match is found up till i morpheme (where i is staring point) then i is progressed ahead
by 1 index. This technique is known as longest matching. Given below is an example:

| obwst [ S [ 59 | phel [ eSew | 5e | & [ LS|

Figure 74: Compound Handler

Let say 'iI' is currently 3 that is at morpheme ',,5¢". It will try to merge next 4 morphemes to form a
search entry 'S _ 5.5c wSe placl 4,59 and searched into compound data base. The entry is
not found so 'n' is reduced to 3 and new search entry is ' ;s5c wSeuiw placl 559" This entry is
not found when 'n' is 1 the search entry is 'olacl ;559" which is found in compound data base so
these two are merged.

7.3.7. Removing Diacritization

This module removes diacritics from the input data. Diacritics can be helpful in compounds with
zer-e-izafat and help to find out if *,,’ is a prefix or a postposition. However use of diacritics is not
very common. These are only used for beautification in some text. Also if input with diacritics is
allowed the entire training data must also be diacrtized which is extremely inefficient. Therefore
all the diacritics are removed at the start.

7.3.8. Orthographic Word Separator

Function of this module is to extract orthographic words from a given input. Orthographic words
are defined as sequence of character separated by spaces. No of orthographic words in an input
is one greater than number of spaces it has. For example ‘_swg>U Viigas US__w Js_ Lwo’ has
4 white space characters and 5 orthographic words. As we know white space does not indicate
word boundary in all cases but in more than 50% cases it does. If we remove spaces from our
input we are loosing some information. Space gives a division point to word segmentation
problem. More the number of spaces in a sentence lesser will be segmentation possibilities
longer a string gets more are the segmentation possibilities. Let us say X and Y are two separate
sequences of character. Let us say there are m possible segmentations of X and n are the
possible segmentations of sequence Y’. Merging segmentations of X and Y we get m x n
segmentations. However if there is no space between X and Y and let Z be that sequence of
characters that generate p segmentations then p will be greater then m x n and it would be
difficult to select best segmentation. This is because maximum matching module operates in
exponential manner bigger the string more will be the possibilities. Having space, rule out some
of the options that are impossible. Therefore removing space means program is unnecessarily
generating extra segmentations and then doing extra work to choose best out so many never
intended segmentations. For example we get an input string ‘_ssl,> uls ,5U’ and send each of the
orthographic word we get 2 x 1 x 7=14 segmentations. However total number of possible
segmentations obtained for ‘_sil,al5>,50" is 77, almost 5 times bigger. Imagine how big this
number can get with 10-15 word sentences. It is much easier and efficient approach to select
best segmentation from 14 sentences then from 77.
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7.3.9. Segmentation Mergering

Segmentation merge module combines segementations obtained from maximum matching
module against each orthographic word. If m is the number of segmentations obtained from
orthographic word X and n are the segmentations obtained from orthographic word Y then total
number of segmentations for X Y will be mxn. Segmentations are ranked by min word min error
heuristic after each merge. Also if the segmentation count goes beyond 50 only top 50 are
selected. When XY are merged these are put together in Z. For next merge Z becomes X and
segmentations obtained from next orthographic word are put in Y. Let us demonstrate this below
by taking an example: ‘_S§liw ¢SS s~ u0’. There are three orthographic words, ‘A .0,
‘9SS’ and ‘_Ssliw’. After maximum matching module possible segmentations for each of these

are obtained:

ECY] PV —S|5biw
d2|ey|ow oS =S5/ bew
S| oo S|al]ew
=518
=S18]U]

Figure 75: Segmentations Obtained Against Each Orthographic Word

‘9SS’ is not sent to maximum matching module it is dealt by spelling variation module. After first

two merges the above figure is like

X Y
oS|puS|a| o pr0 =S [3bew
SSlusS|a]ap|ow =5 5]bw
SS| S |as| o [ a0 =S8l ew
=S|5L]
=S15[6]w

Figure 76: First Three Segmentations Merged

After final merge Z has 15 segmentations shown in figure below:

é/|9L*-W|95|u-u5|-\-9-'|4.)J|
S |8t oS | puS | a2 | 2y | oo |
S 15| bw | oS | puS | a2 | 2puo |
S 18| o | oS | S | a2 | 2 pe0 |
S 18U | g [ oS | ouS | ae | 2o |
S | 8biw | oS | puS | s | & | a0 |
S| bw | oS | S || o] o]
S8 o | S | S | | o) | oo ]
S| gwleS|ouS ooy o]
S5 w eS| ouS|am| ool
S5 bw | oS | oS |ao | o | o
S8 o | oS | puS | a2 | 2 | suo |
S186 | pw eS| ouS|aw || om0l
S| gw|sS S]] ay]| ool
S11U ] gw]sS oS |||
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Figure 77: Finally Merged Segmentation

The segmentation count doesn’t go beyond 50 so no segmentation is ruled off.

7.3.10. Ranking Segmentations

Segmentations are ranked many times during entire course of algorithm. This section discusses
three different techniques that we have used to rank segmentations.

7.3.10.1. Minimum Word — Minimum Error Heuristic

This heuristic selects the best segmentation based on number of words it has and selects the one
with lesser number of words. If segmentations have equal nhumber of words the one with lesser
number of errors is selected. If error count for these segmentations is also equal then the one at
first index of 2-D array is selected.

This technique works pretty well in most of the scenarios but give incorrect segmentations in
many cases. For example best segmentations generated by input ‘ LS ALadls S 0,8, - uwl
—' have 8 words each and there are four such segmentations. All of these have zero error.
These are given below as the program generates them:

| = LS| nbo| 8| 5sS| els| il Gl
| =l S| Abo] ] xS 20| I ]
| =l S| Alasd| 8] —5xS| 06| I uull

| = S| Alasd]| 8] S| 0,0 S |

Figure 78: Max Matching Segmentation Options

All of these have equal number of words i.e. 8 and equal numbers of errors i.e. 0. This technique
always selects the first out of lot which gives incorrect segmentation. The correct one is at 3
number. Consider another example ‘LS oUI,I. There are eight such segmentations with 5
words and 0 errors as shown below

[ [ LS [l [0 ol
| | oS [ ol [0S [
= [ LS 10U [ [ ol
| LS [ oU [ [
| [ LS | ob | |1
! | oS [ U [ &, [T
|— | LS [ bl ] S| T
|l | osS | U1 | S, |1

Figure 79: Maximum Matching Segmentation Options

7.3.10.2. Unigram Based Selection

As already discussed maximum matching approach does not have any clue when more then one
segmentations with equal number of words and errors occur. It arbitrarily chooses first one which
is not always the correct segmentation. Unigram based technique gets unigram probability (from
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corpus) for each morpheme in segmentation and multiplies all the frequencies. Best

segmentation is the one with higher cumulative frequency.

Let C = c¢4C,...c,, be an input character sequence. S; = mm,...m, be a possible morpheme

segmentation. Find S, which have highest probability of sequence of morphemes. Where:

P (Sy) = Argmax (P (S)))
P (Si)=T1:P (mj)

Where P (m;) is computed from the corpus.

For example unigram frequency count for each of these segmentations in above example is given

as following:

0.0133 x 0.0138 x 2.84 x € x 0.03527 x2.85x €“x1.19x | LS Ao 88 S o6,
e x 0.0592 x 0.0255 = 9.5927464732258365E-24

U.u'

0.0133x0.0138 x 2.84 x &° x 0.03527 x 2.85X € ' X 1.19X | xS Ao 08 S mlby
e x 0.0314 x 1.58 x &® =3.2720704203424786E-27

L).Ul
=

0.0133x 0.0138 x 2.84 x €° x 0.03527 x 0.0167 x 4.65xe | — LS lasd 5 s ol
* x 0.0592 x 0.0255 = 2.1912770766460559E-20

U.u'

0.0133x 0.0138 x 2.84 x e x 0.03527 x 0.0167 X 4.65xe | | S Adad 5 S sl
* x 0.0314 x 1.58 x e® = 7.4744109262974958E-24

L).Ul

Figure 80: Unigram Frequencies

Unigram frequencies for all 50 segmentations are calculated and best segmentation is selected.

In some cases minimum word heuristic is not correct. Consider following example:

Input Sentence 59>9L S ugs)lgns 05,5 oy SOl
Max Match [50=>9U| —S|ugsloins]05,S o] sSsl
Unigram [59=>9U] S|ugnlowwss[05,S lan|sS|ul|

Figure 81: Unigram Vs Max Matching

As can be seen that segmentation with more number of words is the correct one and unigram
correctly ranks it higher. Minimum word heuristic fails in this case.

However, there is a problem with unigram method. The context window i.e. is one word is too
small. Unigram frequencies for functional words are very high because of which segmentation
with functional words is best ranked in some case. Consider following example where maximum

word technique works better.

Input Sentence — bi] sSewlligw
Max Match = B3|l S|l [ Ligw|
Unigram = 3|l S [ pwl [ W] g

Figure 82: Unigram Vs Max Matching

Another such example is

Input Sentence o uaosSowl )l ey
Max Match || aonSowl | oS, b [ e |
Unigram | o | S|l [eS)bw [ |

Figure 83: Unigram Vs Max Matching
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7.3.10.3. Bigram Based Selection

Bigram technique tries to improve on the drawback of unigram. Major problem with unigram is
that it does not look at context. Bigram looks at neighboring morphemes and decides based on
that. Bigram method evaluates probability of a morpheme given previous morpheme. Given a
word pair XY, calculate all its occurrences from the corpus. Let this number be ‘n’. Count all the
occurrences of X from the corpus. Let this number be ‘p’. Bigram probability for word pair XY is
n/p. For an input sequence of morphemes M4, M2, M3, M4....My bi-gram frequency for each
pair M;j.4, Mj is calculated. For starting morpheme m4 mM4|Start (M4 given start) is calculated.
These frequencies are multiplied to obtain cumulative probability.

Let C = c4C,...cy be an input character sequence. S; = mm,...m, be a possible morpheme
segmentation. Find S, which have highest probability of sequence of morphemes. Where:

P (S,) = Argmax (P (S)))
P(S) =[TiP (m;| my)

Where P(m; | m;.4) is computed from the corpus.

Given below are few examples where bi-gram produces better results than unigram and
maximum matching.

Input ot ol Oaisb gy dey S_ileS o B3_S sy So
Max Matching lowtl = Lol ot 5 e | 32| S| LS | 2 65| S | unoa | S
Unigram lowtl = Lol ot U e | 30| S| LS | 2 65| S | uraoy | So)
Bigram lostl oMot U e | 30| S| g S | 2 65| S | oy | So)

Figure 84: Max Matching Vs Unigrgram Vs Bigram Results

Input S0 95 Siug> (o
Max Matching |<S u09i| 8ol o> | uo
Unigram |<Suo|93| S| nslo=>|wo
Bigram [<Syeoloi|Buu]o>|puo

Figure 85: Max Matching Vs Unigrgram Vs Bigram Results

Bigram will obviously do better then unigram because they consider context. However in order to
obtain better results we need a huge training data of bigrams. In this work roughly 39,000
bigrams were used. These are two few to have any impact but the results are still comparable
with unigram statistics as we will see.

7.3.11. Annotating Segmentations

This module is not directly linked with segmentation process. The idea is to annotate the output at
different levels based on the phenomenon that we have discussed. Free morphemes are tagged
as root, suffix, prefix or word. Root + affixes are tagged as word. Compounds, reduplications and
abbreviations are tagged with their respective tagged. Nested tagging is done in this case
because all of these are made up of words so their constituents are tagged a words. Given below
are the tags for each of the phenomenon:
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Table 11: Tags Used for Annotation + Examples

Phenomenon Tags Examples
Word <W></W> <W>uMel</W>
Root <R></R> <W><R>w,9,0</R><S>10</S><W>
Suffix <S></S> <W><R>w,u></R><5>3,51</S><W>
Prefix <P></P> <W><P>,</P><R> sauini</R><W>
XY Compounds <Cl></C1> <C1><W>cliwl</W><W>dll</W><C1>
X-e-Y Compounds <C2></C2> | <C2><W>,59</W><W> olcl</W><(C2>
X-0-Y Compounds <C3></C3> | <C3><W>5,3</W><W>o</W><W>zlgi</W><C3>
Reduplication <Rd></Rd> <Rd><W> S pi</W><W>Slps</W></Rd>
Abbreviations <A></A> <A><W> ou</W> <W> sow</W> <W> u</W></A>

The nesting in these tags somewhat map on the model drawn in section 4 with morphemes (Root
<R> Suffix <S> and Prefix <P>) at lowest level, words <W> at a level above them and finally
compounds <C1><C2><C3>, Abbreviations <A> and Reduplication at a level higher than words.

7.4. Main Model

This section explains the main model, the algorithm as it works and how the components
discussed above combine together to produce a final output. The algorithm only refers to the
module names. The internel working of each module has already been discussed. The figure
given below is the over all picture:

!

Removing Diacritization

Orthographic Word Generator

OW1 ow2 Oow3 Oow4 ow5 Oowe OWN
Space Insertion Instances with Spelling Variation
W1 W2 ow2 Oow3 ow4 Ow5 OWN
Reduplication Handler
SwWi1 SW2 R1 R3 Oow3 ow4 OWN
A A 4 A
------------------ Maximum Matching-------------
——————————— Extract Mini Data Base------------
------------- Generate Segmentations-------
----- Rank Segmentations-------
LY. ! y ]
SWH1 SW2 R1 R3 SgOowW3 || SgOw4 SgOW N




Module Merge Segmentations
----------------- Rank Segmentations after each Merge - Lesser Word/Error Heuristic -----------=--=-----

| A Two Dimensional Array of Morphemes Having All Morpheme 50 Possible Segmentations

Further Ranking of Segmentations
--------------------- Unigram Technique | Bi-Gram Technique------------------

| A 2-Dimensional Array of Morphemes Having 50 Possible Ranked Segmentations |

| Abbreviation Handler |

| Affixation Handler |

| Compound Handler |

| A 2-Dimensional Array having Abbreviations + Compounds + Affixations Merged |

| Rank Based on Min Word/Min Error Heuristic |

| Annotate Segmentations |

Print Segmentations + Annotated Results
Maximum Matching | Unigram Matching | Bigram Matching

I

Figure 86: The Overall Model

The architectural diagram is shown below:

Input Sentence

Spelling
Variation List

Unigram Compounds List of Urdu Free and
Probabilities Mo.rphemes Bound B'graf‘?$
with POS Probabilities

Affixes

A A A A A
Y~ b b Y YV
< ) <( > < > . < ) < >
A oA A Word Segmentation Model 234 254

Segmented Sentence, annotated with tags

Figure 87: Architectural Diagram
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7.4.1. Algorithm

Following are the steps taken to segment input sequence:

Diacritics are removed from the input.
Input is divided into orthographic words.

Each orthographic word is send to “space insertion instance with spelling variations”
module. This module might break some of the orthographic words into proper words.

Each orthographic word is send to reduplication module.This module might break some
orthographic words into its reduplication constituents or might identify two orthographic
words as a reduplication instance.

All orthographic words are sent to maximum matching module one by one. Maximum
matching module sends back 10 best segmentations of an orthographic word if
segmentations are more than 10. Ranking is done by min-word min-error heuristic.

Segmentations are merged with other segmentations and the words that are identified
through reduplication and spelling variation modules one by one. After each merge
segementations are cut off to 50 segmentations selecting best 50 through min-word min-
error heuristic. We now have 2-Dimensional array of top 50 segmentations where each
cell in a 2-D array has a morpheme, reduplication word or word identified through spelling
variation module. Each row in this 2-D array represents a possible segmentation.

These segmentations are sent to unigram module. Unigram module extracts unigram
probabilities of each of the morpheme in 2-D array, assigns an already decided unknown
probability to unknown words. It then multiplies the probabilities of each morpheme in a
row and finds out which row has maximum probability. This index is saved.

These segmentations are then sent to bigram module. Bigram module extracts bigram
probabilities of each of the consecutive morpheme pair in a row, assigns an already
decided unknown probability to unknown pairs. It then multiplies the probabilities of each
pair in the row and finds out which row has maximum probability. This index is saved.

The 2-D array is sent to Abbreviation handler. Abbreviation handler merges some of the
morphemes by identifying them as letters.

The 2-D array is then sent to Affixation Handler. Affixation handler merges some of the
morphemes by identifying prefixes and suffixes.

The 2-D array is then sent to Compound Handler. The compound handler merges some
of the morphemes by plain lookups from compound list.

Now we have a 2-D array having abbreviations, affixation, compounds and reduplications
merged together.

Because some of the morphemes have been merged. We again rank our 50
segmentations on base of min-word min-heuristic.

The algorithm then annotates segmentations
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o 3 best segmentations based on maximum matching heuristic, unigram and bigram results
are printed.

¢ Annotated forms of these are also printed.

The algorithm has been designed in layers. Each layer handles a particular phenomenon. The
algorithm can skip any layer. It can give output at all the levels discussed in section 4. It can print
output at morpheme level, at word level. It can go beyond this level and print at third level. Even
at third level program can skip any layer and print compounds only, reduplications only and
likewise.

8. Results

The algorithm was tested on a corpus of 2367 words. Word here means every thing (affixation,
compounds, abbreviations, reduplication are also included). The corpus we selected contained
404 segmentation errors with 221 cases of space insertion problems and 183 cases of space
deletion problems. In space deletion there were 66 cases of affixation, 63 cases of compounding,
32 cases of reduplication and 22 cases of abbreviations. The results for all three techniques are
shown below:

Table 12 Percentage of Correctly Detected Words

Correctly Detected Words | %age
Maximum Matching 2209/2367 93.3%
Unigram Technique 2269//12367 95.8%
Bigram Technique 2266//2367 95.7%

The statistical based unigram and Bigram clearly outperform maximum matching method. This is
because maximum matching technique is a plain technique and does not use linguistic evidence.
As compared to Unigram and Bigram techniques represent Urdu as they are extracted from
corpra. Very few bigrams were used in this work. The results from Bigram technique are expected
to improve a lot once the number of bigrams improves.

Table 13: Percentage of Number of Errors Detected

Correctly Detected %age
Errors
Maximum Matching 323/404 79.95%
Unigram Technigue 347/404 85.8%
Bigram Technique 339/404 83.9%

Table 14: Percentage of Number of Errors Detected Space Insertion and Deletion Breakage

Space Insertion | %age Space %age

Deletion
Maximum Matching 186/221 84.16% | 132/183 72.13%
Unigram Technique 214/221 96.83% | 133/183 72.67%
Bigram Technique 209/221 94.5% | 130/183 71.03%

The results figure in space deletion problem is damaged by compounding problem. This is
because 44.4 % compounds were successfully detected. Compounding is a very productive
phenomenon in Urdu and obviously it is impossible to list all the compounds. If we remove
compounding from space delection problems then we have successfully solved 105/120
problems i.e.87.5% which is reasonable.
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Table 15: Percentage Breakage for Space Deletion Problem

Affix Y%age Comp Y%age Redup %age Abbr Y%age
Maximum 58/66 87.87% 28/63 44.44% 27/32 84.37% 19/22 86.36%
Unigram 59/66 89.39% 28/63 44.44% 27/32 84.37% 19/22 86.36%
Bigram 56/66 84.84% 28/63 44.44% 27/32 84.37% 19/22 86.36%

Errors in reduplication occurred because of the threshold was kept as 4. Some of the
reduplication cases in which length of X and Y was 3 were not detected. There were 1-2 cases in
which the edit distance was more than 1. These also contributed to error stats.

Error in abbreviation cases occurred because of the X X X name pattern which occurred as an
exception. In the test corpus no such instance was found, the abbreviations consitently followed X
X name format. Other errors occurred because of some English letters that are also valid words
in Urdu.

The poor detection rate of compounds i.e. 44.44% does not represent the problem with the
technique but with the list used to detect compounds. Only a list of 1800 compounds was used
which a very little number is considering that compounding is a very rich phenomenon in Urdu.
This also contributes to the fact that compounding is a problem higher than word segmentation
and should be solved as a different problem on top of word segmentation layer.

If compounds, reduplication and abbreviations are not considered as words and we use the
definition of word defined in section 4 then results differ. In this case the test corpus contains
2569 words with 287 segmentation errors with 221 space insertion problems and 66 space
deletion problems (affixation problems). Given below are results in this scenario.

Table 16: Percentage of Correctly Detected Words

Correctly Detected %age
Words
Maximum Matching 2454/2569 95.5 %
Unigram Technique 2514/2569 97.85%
Bigram Technique 2511/2569 97.77%

The percentage of detection is improved because the complexity of the problem has been
reduced.

Table 17: Percentage of Number of Errors Detected

Correctly Detected %age
Errors
Maximum Matching 244/287 85.01%
Unigram Technique 273/287 95.12%
Bigram Technique 265/287 92.33%

Table 18: Percentage of Number of Errors Detected Space Insertion and Deletion Breakage

Space Insertion %age Space Y%age

Deletion
Maximum Matching 186/221 84.16% | 58/66 87.87%
Unigram Technique 214/221 96.83% | 59/66 89.39%
Bigram Technique 209/221 94.5% 56/66 84.84%
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Space deletion problem in table 18 means only affixation. The errors found in all the cases
attribute to the affixes like 'ul' and ',,' and ',LS' affixes that are also free morphemes. The
technique used in this work does not effectively the morphemes that occur frequently as free
morphemes.

As can be seen Unigram technique was best of the lot for the data used in this thesis. An
extended testing was done to test the results on a corpus of 64,883 words using Unigram
technique. These results were obtained by keeping in mind the the definition of word in section 4,
as defined within the scope of this thesis. Out of 64,883, 61529 words were correctly identified
hence giving 94.83% results. The accuracy drop down, as compared to initial results attributes to
the spelling mistakes in the input corpus. The initial nput corupus of 2500 was cleaned first. The
results are likely to improve if same is done with this corpus.

9. Conclusion

This thesis presents a preliminary effort on word segmentation problem in Urdu. It is a multi-
demensional problem. Each dimension requires a deeper study and analysis. Each sub-problem
has been touched in this work and a basic solution for all has been devised. However to improve
on results each of these modules require a separate analysis and study and hence a separate
solution. Urdu has a different case than south East Asian languages where space insertion is the
only problem. Urdu has no spaces and extra spaces. Both problems have their own dimensions
and intracies trying to attack all simultaneously and bring one effective solution is very difficult.
Doing so many things adversely affects efficiency. This work has effectively solved space
insertion problem. However space deletion problem requires more study and analysis. As can be
seen from results, the solution provided for compound is almost a non-solution. A deeper
analysis of abbreviations and their patterns in Urdu are required. Initial corpus study did not
revealed many instances of reduplications. Deeper analysis on reduplication patterns is required.
From the results it appears that unigram is better than bigram but that is not the case. Bigram
technique has done much with too little information. For bigram technique to be affective huge
amount of data is required.

10. Future Work and Improvements

As already said every dimension in this problem requires a deeper analysis and detailed study of
patterns. Rule based approach is used for all the space deletion problems. Statistics is only used
in ranking of segmentations. In future work statistics and bigram analysis can be used to merge
morphemes. For example analysis such as whether, bigram probability of ‘UgS_w|,,’ is higher than
unigram probability of 'ugS_w,y” will be helpful to decide whether a morpheme is a word or affix.
More corpus can be tagged to find out joining statistics of all the affixes (that can occur as free
morpheme) can be dected. Such analysis will reveal whether an affix is more inclined towards
joining or occurs freely more frequently.

Similarly a corpus can be tagged on compounds. For each morpheme its probability to occur in
compound can be calculated. If two or more morphemes with higher compounding probabilities
co-occur they can be joined together. Similar corpuses can be tagged for abbreviations.

Ranking of segmentations and affix merging can be improved if POS tags are also involved with
bigram probabilities. Use of POS tags with n-gram technique is proven to be very helpful in
solving unknown problems. Much more work has to be done in Urdu word segmentation. We
have just stepped into it.
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Appendix A

Table 19: Oblique Pronouns with ‘S’
Construction

Alterna
With and Without tive Meaning
Space Constr
uction
S p=o 9Sp=xo —px0 Tome
oS g 9Spx —p To You
9S > 9S> w> | Tothe one
oS > oSi> wsps> | Tothe ones
9S S oSawsS S To whom
S S 9SS S To whom
oS ul 9Ssl wepl To them
oS ol oSol - To you
S oy (A9 oy Tous

Table 20: Possessive Pronouns with ‘IS’
Construction

With and Without Meaning
Space
K ol (Sl Yours
S Wl oSyl Yours
=S <l =S Yours
S ul <l Theirs
S ul Sl Theirs
=S ul =S5l Theirs
S pu> (LEWES The one whose
S > S>> The one whose
=S pu> =S The one whose
S ywl Sl His/Hers
S gl S ol His/Hers
=S =Sl His/Hers
K oS s Whose
oS oS SSsS Whose
=S S =S Whose
S yuw S His/Hers
S U S His/Hers
=Sy =Sl His/Hers
S o L] Theirs
S S Theirs
=S =S Theirs

Appendix B

Table 21: Adverbs of Time and Manner

With and Without Meaning
Space
C;.'ég u.u| un.9_9_w| This/that time
dg LS oS Which time
b9 > (LW Whenever
Gy yul Byl wl This direction
Gb yuS BrlawsS Which direction
Gb > | B haus Wherever
byl eobwl This way
b S eoloawsS Which way
b pyu= ol Whatever way
2ol sl Over Here
Appendix C
Table 22: Postpositional Phrases
With and Without Meaning
Space
b (S [N Direction of
r>9 (S r>0aS Because of
b S S Manner of
W _S OMzS Against
= S =bS For
Appendix D
Table 23: Compound Verbs Joiners
With and Without Meaning
Space
Ly > Lo Given
S>> S Given
B Sl Kol Will go
S > Sl Will go
K. 5,8 Will do
S oS S, Will do
S S After taking
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Appendix E
Table 24: Suffixation e 585 Jlso S g
ut° W90 &S Sl Acwlesilas. o
o . b =w  Guoigyt  olwsh
sufuston__|__Meaning__| | 7L, Sl i
ug,l> A Relatives JBU ol v oI Um}w Ayc'l
-Q\Sg.p u.uJIb)._J
ol by Assured
02,5 )l Issued b acs part 5 Oliwsl ol ¢l
oli.s/)- A3l Earth-quake victims fb )'9| oigqid o Slo j _Eb
S oly Passenger x0 gt Jlso LS, 056 laniog
L Approved rdb G sl SIS O, S S
ri>bw 395 Voluntary Slinogslode UlSlo,g LSS wldlsg
ouy (0 Favorite con Jobi ao ugdy, Ul Cspan
Gy dleo Selfish Shide oS b e &Se kK
S50 > Haste —HeS w9 Uy e —ieS)
335 L,%0 Westernized o> oM S S Sl wlblEsl
oo jul Non-Muslim B by egi oy Joco i
S>,S Cudnd Terrorism (wdg__ilgi)
SIS cwles)s Applicant
wiles Ol Quran Khuwani
09,8 Cakid Terrorists sS Wldgpw S oy0c9 a> Jlw yul
olg> )iz Sorry oo budw ol oL e
oS ik Effective OrgS 5S Gabl paey> peed>
90 > Beauty ow aue LB
ubls Aol Responsible .
g_';) u/:u Prsgress S “-"’_L" o . Sl pMe gl
Sy G0 Planning °)b'>:)L°flSJI LS Skoww
uglS aw Seaports )_sl $9uik0) 20 flss* R
oyl Selfless ulul> éJl:’)“s e
i Spotiess 9 uluw &L&JLMHS ©,Blgs5e L9l
sbosell Trustworthy O\SJ R uogS) s S0
: b sl ool = Silw 85 wloas
SIS mloyaw Finance S U ¢ b
03,5 ,L Prepared i
oSdo e Foreign
S = S Adad S 00 plie 26
. reiigy Pl g Der 1wy Gao Usle>
Appendix F UoSw S, 85w oS Ugz S ouile>
Table 25: Sample Data for Survey SUI oS o puls cio Guo
2l w9 sl el e Ll
~oSewl e Jadiwe leSis
bl Sslil i o spr Sho ol wus> Skl S sebe o)l
—w Sdio wlbc ol Jug,> 9 yue> =t 2540
A e & 0slegS pilassS plss 55 Usale b
o Oyiiongy Jyisas 9, ALbS W 1 i —
TJs obos S susc Q)SM)?)S )_;z Sy900 1> Loy g (silon piluw
Ol sdeluselS 0)93 S LgdMe os; =

ooy S Ul o dlgn S)dex




30 subjects from different fields were given
these paragraphs to mark word boundaries.
These included computer scientists,

loug g |29| 1 |X|

Table 28: Derivational Suffixation, XY
Compounding and Reduplication

linguists, computational linguists, Urdu and Problem Word 1 2 3
Farsi teachers and laymen. Results are Sio CoALEC 30| 0 X
shown in tables below where 1, 2 and 3 055 /J)J) 27 | 3 | X
mentioned in te?ble below tells reports the s 5o 25 5 X
tally on that particular word. < 5o 3 27 1 X
Table 26: Compound Words with Linking 2l gl 3 127 | X
Morpheme —e— aoly> Joc 25 | 5 X
Problem Word 1 [ 273 plio o8 23 | 7 | X
Salyl e 25 | 5 | X i pily> 22 [ 8 [ X
oo Sicw 27 3 X 20l g 25 | 5 X
CAS.LQ.D).}J'B 24 6 X > 28 2 X
U:agﬁlfiu 108 287 i Table 29: Post Positions, Compound
I 90 28 2 X Verbs and Personal Pronouns
d_l> 290 2812 | X Problem Word 1 2
owls,y JBL 24 5 1 Y 20 10
ulws ol 18 | 12 | X =J é 1 59
idg_ilgs 29 1 X "l> L 2 28
Oalpas aoy> puodl> | 14 | 5 | 10 = 5 30
Gy b 2| 8 | X = 15 | 15
s LB 23 | 7 | X gl:” > o8
S, 26 | 4 | X '=b'> )-59* 5 51
3;3li>;los 22 | 8 X Kl 18 12
paclyse 28 | 2 X E o 5 55
OliwSh cogS> 17 [ 13| X Lis 7) 11
o gl 23 | 7 X wLw =§ 0 30
wbc o)l 28 | 2 | X e
Sl 20 10
Table 27: Compound Words with Linking Sl 16 14
Morpheme —o—
Appendix G
Problem Word 1 2 3
Ub9> 9 g 27 3 X Table 30: Free and Bound Prefixes with
e lavlg i 26 4 X Status
Ubo|3 L',.o| 25 5 X
oy pbo 25 5 X Status of Free Bound
wldlby b 21 9 X Free Morphemes Prefixes
ul,Slo,9 ULS,I8 17 13 X 51 NOM/ADJ/ADV pox
goluirogslale 21 9 X ol | HAR/VER/NOM/ ~
539 Leley 17 13 X L | NOM/ADJ/ S,
w,Blgu5c 25 S X 5U NOM/ 9304w
S3y000 9 wsi bl | 8 12 110 % | NOM/AD]
(6+7) _ily | NOM
)i 9 puls 13 7 X o | NOM
Ui NOM/VER
7 w32 ,Lbl and s,aey joined with linked - NOM/ADJ/VER/AV

morpheme —g— or ,Lbl and >,300 9 wujss
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VW)
Ju
W

NOM
NOM
NOM/AD]
NOM
ADJ/NOM
NOM
NOM/AD]
NOM/AD]
NOM/AD]
NOM
NOM
NOM
NOM
NOM/AD]
NOM/AD]
NOM
NOM
NOM/ADJ/ADV
NOM
NOM
NOM/AD]
NOM/AD]
NOM/ADJ/ADV
NOM
NOM
NOM/AD]
NOM/AD]
NOM/AD]
NOM/AD]
NOM/AD]
NOM/AD]
NOM/AD]
NOM
NOM/AD]
NOM/AD]
NOM/AD]
NOM
NOM/AD]
NOM/AD]
NOM
NOM/AD]
NOM
NOM/AD]
NOM
NOM
NOM/AD]
NOM/ADV

Table 31: Free and Bound Suffixes with

Status

Free Status Bound
Suffixes Suffixes
bl NOM wsol9l

59,91 NOM 59!
] NOM U995l
vl NOM Sl
5lal NOM Lyl
Sl NOM Uiyl
pll NOM/AD] syl
LI NOM 551
Sl NOM S350
Sl NOM 091550l
Lol NOM wubl
wsolosl NOM oSl
olal NOM a0l
ol NOM Lol
o359l NOM gl
)yT NOM 6)9T
Sjaol NOM/ADJ] Sl
sl | NOM vy
r>b NOM 395
gl | NOM/AD]J Ur9N
5L NOM/ADJ] U9ugly
S;L NOM/AD] Sl
ol NOM/AD] o
L NOM SNy
uux | NOM S0
A NOM By,
S NOM Sy
w9y NOM /\Jl.\.n_uu
il NOM U9lg)
Sy NOM Low
29 NOM Y
U9y NOM Sl
ey NOM/AD] u9)|9.'>
Uusy NOM/AD] S)lgs
wl> NOM wlgs>
J ADJ] Ulg>
bl NOM She>
> NOM/ADJ] 599>
rls NOM/AD] >
pres NOM Sja>
olg> NOM/ADJ] wols
09> NOM ubls
S,95 NOM/AD] rbls
ugsls NOM vgsl>
o,l> NOM Sls
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Ol
wg,l>
Sl
ugils

uls
wuls

b

NOM
NOM
NOM
NOM/AD]
NOM/AD]
NOM
NOM
NOM/AD]J
NOM/AD]J
NOM/AD]
NOM/AD]
NOM
NOM
NOM
NOM/NUM
NOM
NOM
NOM
NOM
NOM
NOM/AD]J
NOM
NOM
NOM
NOM/AD]J
NOM/AD]J
NOM
NOM
NOM
NOM
NOM
NOM/AD]J
NOM
NOM
NOM
NOM
NOM/AD]J
NOM
NOM
NOM
NOM
NOM
NOM/ADJ
NOM/AD]J
NOM/AD]J
NOM/ADJ/ADV
NOM/ADJ/ADV
NOM
NOM
NOM

S5l
Uguiwd
Vs
J9>

ol,
<>b
.
ule)
é .
oS35

U9s)

ulBw

U9l

Ugug
VNS
) |9

ug,l>
Sl
ugils

uls
wol>

b

NOM
NOM
NOM/AD]
NOM/AD]
NOM
NOM
NOM/AD]J
NOM/AD]J
NOM/AD]
NOM/AD]
NOM
NOM
NOM
NOM/NUM
NOM
NOM
NOM
NOM
NOM
NOM/AD]J
NOM
NOM
NOM
NOM/AD]J
NOM/AD]J
NOM
NOM
NOM
NOM
NOM
NOM/AD]J
NOM
NOM
NOM
NOM
NOM/AD]J
NOM
NOM
NOM
NOM
NOM
NOM/AD]J
NOM/AD]J
NOM/AD]J
NOM/ADJ/ADV
NOM/ADJ/ADV
NOM
NOM
NOM

Ugaiwd
V>
J9>
ul,
<>l
ul8s;

o
oS3

U9s)

ol

U9

S )9"'
Vg9
g
D) |B
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u_9JL'>
u.)_)'b
ulsls
5hs
S5
ulshs
Vo5
U§lw
Vgl
S)led
ug, 85
ug,S
ulbio

w9sL

sUl
Ssbl
ug,8
role

NOM/ADJ
NOM

NOM

NOM

NOM

NOM

NOM
NOM/ADJ/AD
\Y,
NOM/ADV/AD
J

NOM
NOM/ADJ
NOM/ADJ
NOM
NOM
NOM
NOM/ADJ
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM/ADJ
NOM
NOM
NOM
NOM
NOM/ADJ
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM
NOM/ADJ
NOM
NOM/ADJ
NOM
NOM/ADJ
NOM/ADJ

ul.p|9.'>
u_g.p|_9>
U9, 9>
U9.,9>
U9 >
Ol
U9 >
ulyls
ugwls
ugssy>
ulub>
u_g_;_dl.p
u9._+.i|)
ol
Y950
vgsl;
ulbsl;
vgasly
ul;lw
wgs;Lw
ulslw
ulJE

old,b
Ug9,b
vlo,e
Uguo &
Ulioyd
Ug1o49
USJ_)[S
STV VLY
ubs,3
Ug>,S
UB)LA.&Ag

ul>l0
U950
Ugy o
ulsL
wSL
Ul
uLu.m_:

uL_‘_d|9.'>
u_gp|_9>
V99>
U9,9>
U9 ja>
Ol
U9 >
ul,ls
ugwls
ugssy
ulub>
u_gpl.p
ug.pb
ol
L9
ugsl;

Appendix H

Let s1[ ] be a character Array
Let s2 [] be a character Array
distance [ ][ ] be a 2-D integer Array

distance [0][0]=0
distance [i][0]=ifori=0....|s1|
distance [j][ 0] =] for j=0....|s2|

distance[ i ][ j ] = min(distance [ i-

+ X, distance[ i-1 ][ j ]+1, distance[
+1) where X=0if s[i]=s[j]else 1

11011
i1

Figure 88: Single Edit Distance Algorithm

71




