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A B S T R A C T

Meeting summarization has become crucial as the world is gradually shifting towards remote
work. Nowadays, automation of meeting summary generation is really needed in order to
minimize the time and effort. The surge in online meetings has made summarization an
indispensable requirement, yet summarizing Urdu meetings poses a formidable challenge due
to the scarcity of pertinent corpora. Abstractively summarizing Urdu meetings compounds
this challenge. This research addresses these gaps by introducing the Center for Language
Engineering (CLE) Meeting Corpus, a benchmark resource tailored for meeting summarization
in administrative and technical domains where Urdu is the primary language. Comprising 240
recorded meetings, encompassing both scenario-based and natural discussions, the corpus spans
approximately 7900 min (∼132 h) of meeting duration. Beyond corpus creation, the study delves
into the performance analysis of various deep learning models in Urdu abstractive meeting
summarization. Models, including ur_mT5-small, ur_mT5-base, ur_mBART-large, ur_RoBERTa-
urduhack-small, and GPT-3.5 with prompting, undergo comprehensive evaluation using both
automated metrics and manual assessments based on five specific criteria. This research not
only addresses the immediate challenges of Urdu meeting summarization but also contributes to
advancing the capabilities of meeting summarization systems in diverse organizational contexts
where Urdu is the language of communication during meetings.

. Introduction

Today, an extensive percentage of the workforce conducts their regular meetings and interactions virtually. It takes a lot of work
o make notes in meetings and obtain the desired information most of the times due to internet connectivity and bandwidth issues.
his leads to the unexpected loss of information for the participants. For this purpose, the minutes of the meeting are typically
ecorded by a particular participant who is assigned to keep record of discussions, decisions, and actions taken during a meeting.
hese minutes serve as a summary of a meeting for planning purposes and to keep track of conversations. Due to several factors,
eneration of meeting minutes becomes a cumbersome task when it comes to virtual meetings. Technical difficulties in a meeting
akes it more difficult to understand the details and also interrupt the process of taking notes. Furthermore, it can be time-consuming

o accurately write down the important discussion and manage digital documents. Therefore, it is absolutely necessary to automate
he entire procedure of generating the meeting minutes.
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In order to generate meeting minutes, a meeting needs to be summarized first which can be done in two ways i.e. abstractive
r extractive. Abstractive summarization (Song, Huang, & Ruan, 2019) is a technique used in Natural Language Processing
NLP) (Qiu et al., 2020) that involves generating a concise and coherent summary of a given text document. Unlike extractive
ummarization (Rahimi, Mozhdehi, & Abdolahi, 2017), which selects and combines existing sentences or phrases from the original
ext, abstractive summarization involves understanding the meaning of the text and generating new sentences that convey the
ssential information.

Abstractive summarization algorithms use advanced NLP techniques, such as machine learning and deep learning, to comprehend
he input text and generate a summary that captures the key points. These algorithms often rely on neural networks (Jadhav, Jain,
ernandes, & Shaikh, 2019), such as Recurrent Neural Networks (RNNs) (Dam et al., 2023) or transformers (Ranganathan & Abuka,
022), to model the language and generate human-like summaries. Abstractive summarization has several advantages over extractive
ethods, as it can produce more concise and coherent summaries that are not limited to the sentences present in the original text.
owever, it is also a more challenging task due to the need for deeper language understanding.

.1. Research objectives and contributions

In the context of Pakistan, where Urdu serves as the lingua franca, meetings are predominantly conducted in a dynamic linguistic
nvironment characterized by the seamless integration of Urdu and English, known as code-mixing. Despite the prevalence of this
inguistic phenomenon in everyday communication, the existing research landscape predominantly centers around languages with
mple linguistic resources, notably English, as mentioned in a recent survey on abstractive meeting summarization (Rennard, Shang,
unter, & Vazirgiannis, 2023). This linguistic bias poses a significant gap in the availability of resources and research insights for
rdu, particularly in the domain of meeting summarization. The dire need to bridge this gap is underscored by the unique challenges
osed by code-mixed language usage in meetings, a distinctive linguistic practice that demands dedicated attention. Hence, the main
bjectives of this research study are as follows:

• To develop a novel dataset for automatic summarization of meetings in Urdu (a low-resource language).
• To develop guidelines for the manual transcription of recorded meetings in Urdu on Xtrans software.
• To analyze and compare various summarization models for abstractive summarization of meetings in Urdu.

n order to fulfill these objectives, the key contributions of our research work can be summarized as:

• Development of the CLE Meeting Corpus: A comprehensive corpus specifically for Urdu meeting summarization has been
created,1 which includes annotated data for summaries. This corpus is made available online for researchers to do further
analysis. It consists of 240 recorded meetings covering four main administrative domains i.e. hiring, procurement, admin
affairs and finance as well as technical domain related to computer science. Currently the work is still in progress to increase
dataset further from 240 onwards. This recorded speech corpus also serves as a valuable resource for training of Automatic
Speech Recognition (ASR) system (Khan, Rauf, Adeeba, & Hussain, 2021) specifically for the purpose of meeting transcription.

• Annotation Guidelines: For annotation recorded meeting corpus, comprehensive guidelines are developed. As the guidelines
included in this paper are language-independent, therefore they can be used to enhance our developed corpus and develop
new corpora for Urdu, as well as other languages.

• Comparative Analysis of Models on Abstractive Summarization: A comparative analysis of various deep learning models
has been conducted for abstractive meeting summarization in order to evaluate their performance and identify the most
effective approach.

The rest of the paper is structured as follows: Section 2 provides a detailed study on related work for abstractive meeting
ummarization in different languages as well as the available corpora for meeting summarization. Section 3 presents the complete
evelopment of CLE Meeting Corpus. Section 4 is focused on the experimentation and results are available in Section 5. Finally,
ections 6, 7, 8 provide the conclusion of the research, limitations of this research and the future work, respectively.

. Related work

Within the constantly evolving field of NLP, researchers are concentrating on the challenge of distilling large amounts of textual
ata into concise, yet contextually rich, summaries. Abstractive summarization in NLP is at the forefront of this effort; its goal
s to produce human-like, logical summaries that encapsulate the essence of the source material, rather than just extracting the
ost important sentences. The study of abstractive summarization techniques is becoming more and more relevant in the age of

nformation overload, as the need for efficient information retrieval and content condensation grows. A plethora of studies have
een conducted on text summarization for different languages. The goal of this literature review is to provide light on the important
ontributions made by researchers and the state of the art in this rapidly developing field by examining the various approaches,
ifficulties, and developments in the field of abstractive summarization. Table 1 presents a summary of the key studies in abstractive
ext summarization.

1 https://github.com/farahadeeba/CLEMeetingCorpus.
2

https://github.com/farahadeeba/CLEMeetingCorpus


Information Processing and Management 61 (2024) 103734B. Sadia et al.

h
h
u
s
t
d
t
p
l
w
o
a
e
o
p

m
m
2
s
h
G
m
i
o
c
i
A
e

f
a
A
c
d
q

Table 1
Summary of the research studies in the domain of abstractive text summarization in different languages.

Researcher and reference Year Architecture Language

Mohammad Masum, Abujar, Islam Talukder, Azad Rabby,
and Hossain (2019)

2019 Sequence to sequence RNNs English

Parida and Motlicek (2019) 2019 State-of-the-art transformer model German
Zaman, Shardlow, Hassan, Aljohani, and Nawaz (2020) 2020 Hybrid text summarization and simplification architecture English
Li and Zhuge (2021) 2021 Semantic link networks Chinese
Alahmadi, Wali, and Alzahrani (2022) 2022 RNN-based abstractive summarization Arabic
Nagoudi, Elmadany, and Abdul-Mageed (2022) 2022 Multilingual T5 model (mT5) vs. Pre-trained Arabic T5-style models Arabic
Phan, Tran, Nguyen, and Trinh (2022) 2022 Pre-trained Vietnamese T5-style model Vietnamese
Ay, Ertam, Fidan, and Aydin (2023) 2023 Text to text transfer transformer (T5) technique Turkish
Bani-Almarjeh and Kurdy (2023) 2023 RNN-based and transformer-based architectures Arabic
La Quatra and Cagliero (2023) 2023 BART architecture Italian
Shafiq et al. (2023) 2023 Multi-layer encoder and single layer decoder model Urdu
Raza, Raja, and Maratib (2023) 2023 Transformer-based encoder–decoder approach Urdu

Table 2
Summary of the research studies in the domain of abstractive meeting summarization in different languages.

Researcher and reference Year Architecture Language

Li et al. (2019) 2019 Multi-modal hierarchical attention mechanism English
Singhal et al. (2020) 2020 Transformer model based abstractive summarization English
Motilal Lodhi et al. (2022) 2022 Machine learning model Hindi
Nedoluzhko et al. (2022) 2022 Evaluation of different extractive and abstractive summarization methods English and Czech
Hu et al. (2023) 2023 Comparative analysis of various extractive and abstractive summarization systems English

After the arrival of COVID-19, the need to implement abstractive text summarization in the context of meeting summarization
ad increased. There had been observed a major shift of many organizations towards remote jobs, due to which virtual meetings
ad become a crucial mode of communication. However, with meetings happening every single day, there arised a need to extract
seful information from that bulk amount of meeting data produced. In order to fulfill the today’s need of abstractive meeting
ummarization, a significant advancement in this domain had been observed as the researchers’ interest in this area had started
o rise. Meeting summarization is different from text summarization because text summarization often deals with well-structured
ocuments where information is presented in paragraphs, sections, or chapters. The structure is relatively predictable, facilitating
he identification of key sentences and passages. Whereas, meetings are structurally complex, with interactions among multiple
articipants, interruptions, and varied discourse patterns. Summarizing meetings requires handling the dynamic nature of spoken
anguage and the nuances of conversational exchanges. In the early years of 21st century, prominent meeting summarization corpora
ere the AMI Meeting Corpus and the ICSI Meeting Corpus. The AMI Meeting Corpus (Mccowan et al., 2005) contained a compilation
f 100 h of meeting discussions, including both natural and scenario-based meetings. This valuable open-source corpus incorporated
udio and video recordings, transcripts, and an extensive array of annotations including topic segmentation, dialogue acts, named
ntities, as well as extractive and abstractive summaries. Contrasting this, the ICSI corpus (Janin et al., 2003) consisted of 70 h
f English language meetings in computer science domain. With durations spanning 17 to 103 min, these meetings contained
articipants ranging from 3 to 10 individuals, including non-native English speakers having diverse fluency levels.

An abstractive meeting summarizer (Li, Zhang, Ji, & Radke, 2019) was introduced in which a multi-modal hierarchical attention
echanism was proposed by jointly modeling topic segmentation and summarization. They incorporated both audios and videos of
eeting recordings from AMI Meeting Corpus (Mccowan et al., 2005). In another research (Singhal, Khatter, Tejaswini, & Jayashree,
020) abstractive summarization method was used to train model for dialog systems. In 2022, another study made a business meeting
ummarizer (Motilal Lodhi, Kharche, Kambri, & Saleem Khan, 2022) using machine learning in order to summarize business meetings
eld in their regional or professional languages. One of the first meeting minuting corpus, ELITR (Nedoluzhko, Singh, Hledíková,
hosal, & Bojar, 2022) was introduced in 2021 which provided a comprehensive collection of English and Czech technical project
eetings, featuring ASR-generated transcripts, manually corrected versions, and independently generated minutes. This corpus

ncluded 120 English and 59 Czech meetings, contributing around 180 h of meeting content. In research, performance analysis
f various summarization is also conducted on the English meetings. Recently, MeetingBank (Hu et al., 2023), a new benchmark
orpus created from the city council meetings collected from 50 major U.S. cities over the past decade, was presented. They used an
nnovative divide-and-conquer approach and provided a thorough analysis of data on various extractive and abstractive baselines.

summary of the key studies in abstractive meeting summarization is depicted in Table 2. Table 3 shows a comparison of all the
xisting meeting corpora with our CLE Meeting Corpus.

Majority research work available in literature is on languages other than Urdu. Lack of research in the domain of summarization
or Urdu language had been observed. In the last five years, one of the research (Bhatti & Aslam, 2019) discussed the challenges
nd complexities faced while working with the Urdu language. The paper highlighted that Urdu inherited a lot of vocabulary from
rabic, Persian, and other native languages of South Asia. Additionally, the language was under-resourced in terms of available
omputational resources. The paper primarily focused on the task of de-summarization, which involved increasing the length of the
ocument and explaining the substantial points of the text. Another research (Ali, 2021) proposed a method for producing high-
3
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Table 3
Comparison of all the existing meeting corpora with our CLE Meeting Corpus.

Corpus Year No. of meetings Average duration
of meetings

Average No. of
speakers

Average No. of
summaries

Meeting format Language

ICSI 2003 59 1 h 6.2 Single In-person English
AMI 2005 137 30–40 min 4.0 Single In-person English
QMSum 2021 232 1 h 9.2 Single In-person English
ELITR (English) 2022 120 1 h 5.9 Multiple Virtual English
ELITR (Czech) 2022 59 1 h 7.6 Multiple Virtual Czech
AMC 2023 654 15–30 min 2.5 Single In-person Mandarin
MeetingBank 2023 1366 2.6 h 8.9 Single In-person English

CLE (ours) 2024 240 (Work in
progress)

30–40 min 3.8 Multiple Virtual Urdu

Table 4
Summary of the corpuses available for Urdu summarization.

Corpus Year Domain Summarization technique Summary length Open Summaries per article

Urdu Summary Corpus (USC) (Humayoun,
Nawab, Uzair, Aslam, & Farzand, 2016)

2016 News Abstractive Multi-liner ✓ Single

Xlsum (Hasan et al., 2021) 2021 News Abstractive One-liner ✓ Single
Urdu news dataset (Hussain, Mughal, Ali,
Hassan, & Daudpota, 2021)

2021 News Abstractive One-liner ✓ Single

Urdu roman language dataset (Ali, 2021) 2021 News Extractive Multi-liner X Single
Corpus of Urdu extractive summaries
(Humayoun & Akhtar, 2022)

2022 News Extractive Multi-liner ✓ Multiple

weight to produce an acceptable summary. One of the study (Nawaz et al., 2020) used local weights and global weights based
approach to generate extractive summaries in Urdu. Their study concluded that local weights based approach gives better results
for extractive summary generation. In 2022, a benchmark corpus for Urdu extractive summaries of news articles (Humayoun &
Akhtar, 2022) was introduced. It contained 161 documents having hand-written extractive summaries. Despite this, they also built
a supervised learning framework using machine learning models for Urdu extractive summarization. A recent study (Raza et al.,
2023) explored the use of encoder–decoder approach for Urdu abstractive summarization by employing a transformer-based model
using self-attention mechanism. A summary of the corpora available online for Urdu summarization are shown in Table 4.

From the literature review, it is evident that majority of the research in the field of Urdu summarization focused on extractive
ethods and that limited work was done in the context of Urdu abstractive meeting summarization, demonstrating that Urdu is far

ehind than other languages in terms of this research area. Despite all the improvements in text summarization (Widyassari et al.,
022), it is still necessary to focus on abstractive summarization when it comes to meetings in Urdu. This gap demands a system
hat can generate human-like, effective, and contextual summaries from Urdu recorded meetings. Our research fills this gap by not
nly introducing the first Urdu meeting corpus with abstractive summaries but also provides a comprehensive comparative analysis
f various deep learning models in the area of Urdu abstractive meeting summarization.

.1. Disposition from the existing work

This study significantly differs from the existing studies, Hu et al. (2023) and Nedoluzhko et al. (2022), on meeting summarization
hat appear to be related to this work. The primary difference is that existing studies have been conducted for the languages other
han Urdu, whereas this study is conducted for the Urdu. Furthermore, unlike previous efforts, our study not only addresses the
nique challenges posed by the Urdu language but also provides detailed guidelines for corpus transcription. These comprehensive
nnotation guidelines have been made publicly available.

It is noteworthy that the existing summarization endeavors in the Urdu language predominantly concentrate on news articles,
ith no prior exploration in the context of meetings. This study fills a crucial gap in the literature by delving into the distinctive

equirements and challenges of meeting summarization within the Urdu linguistic landscape. Meeting summarization differs
undamentally from text summarization, which typically deals with well-structured documents featuring predictable information
resentation in paragraphs, sections, or chapters. The structural complexity of meetings, characterized by interactions among
ultiple participants, interruptions, and varied discourse patterns, necessitates a unique approach. Summarizing meetings requires

deptly handling the dynamic nature of spoken language, capturing the nuances of conversational exchanges to distill key insights
ffectively.

. CLE Meeting Corpus

In this section, process for design, collection and preparation of CLE Meeting Corpus is discussed. An overview of the methodology
or generating meeting corpus is shown in Fig. 1. There are four key steps involved in the corpus development i.e. corpus design,
orpus recording, corpus transcription and summary generation.
4
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Fig. 1. An illustration of the overall protocol for the generation of CLE Meeting Corpus.

3.1. Corpus design

The design of CLE Meeting Corpus involves both corpus planning and script design. Corpus planning phase is focused on selection
of meeting domains, scenarios and agendas in each domain, speaker demographics and online meeting platforms. Script design phase
focused on the planning and guidelines for writing meeting script.

3.1.1. Corpus planning
In order to construct a comprehensive corpus, different domains, scenarios, and agendas were planned to be included.

Specifically, five key domains were selected: ‘‘hiring’’, ‘‘procurement’’, ‘‘admin affairs’’, ‘‘finance’’, and ‘‘technical’’. The purpose
of selecting these domains was to represent different aspects of the modern organizational activities and to cover an extensive
variety of meeting topics. These five domains were specifically chosen because they were the most frequent and common domains
seen in almost all sorts of organizations. Irrespective of the industry or sector, each organization is mostly involved in hiring
human resources, deals with the purchase of goods and services, maintains administrative matters, controls financial operations
and implements different technologies.

There were further scenarios for each domain within which there were three to four agendas. These scenarios were selected
such that they mimicked the topics discussed in our own organization. Some of the scenarios were also taken from the internet
which were widely observed in other organizations as well. For example, the domain ‘‘Hiring’’ was further categorized as ‘‘Intern’s
hiring’’ that may further be sub-categorized as ‘‘Internship-related requirements for linguists, Internship-related requirements for
technical resources, and Summer internships’’. In addition to scenario-based meetings, it was also decided to include some of the
natural meetings which were conducted online by the organizational peers regarding software development and NLP tasks covering
the domain of computer science.

In order to keep the speaker demographics under consideration, an age range of 18 to 50 years was decided to be considered.
Each of these participants were native Urdu speakers, either speaking Urdu as their primary or secondary language. It was also made
sure to include participants from different educational backgrounds such as undergraduate, graduate, masters and PhD holders, the
details of which would be discussed in a later section.

Zoom, Google Meet, and Microsoft Teams are the three most commonly used online meeting platforms in Pakistan. Therefore,
it was planned to hold online sessions for corpus recording using these well-known platforms. This allowed the participants to
participate in the meetings from the comfort of their homes. Although several participants joined each meeting remotely from their
homes, some of them opted to join the meetings from the office premises. In all of these cases, participants connected to the meetings
using their own laptops, mobile phones or PCs with their own headsets or hands-free.

3.1.2. Script design
Before meeting recording, script of each meeting was designed and it was ensured to write the script in dialogue format in Urdu.

The script was aimed to be made as natural as possible by gathering relevant information about the specific agenda of the meeting.
For this purpose, a proper discussion was carried out with the team members, managers, Human Resource (HR), and other project
team members who were involved in real-time meetings related to a specific topic. Meeting script was mainly focused on the formal
discussions but some informal greetings and chit chat was also decided to be included in the script to make it more natural. It was
also instructed to make sure that the content of each meeting was different from the other meetings every single time when the
meeting script was written.

During the writing of the scripts, it was essential to include speaker names to help participants during the meeting recording
process. It was decided because this could help participants to quickly recognize their own lines when reading the meeting script
because each line was explicitly attributed to the appropriate speaker. This ensured an easy recording process, enabling participants
to effortlessly recognize and deliver their designated lines.
5
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Fig. 2. An overview of the complete process of corpus transcription.

3.2. Corpus recording

Prior to the recording, all participants agreed to take part in meetings for the corpus generation purpose by signing a consent
form. As it is obvious that corpus recording requires minimal training for participants, so for that before every meeting which was
recorded, the script of the meeting was shared with all the participants. Sharing this script just served to give participants an idea
of how the conversation would proceed. Participants were advised that they could add their own points if they wanted; the script
was only meant to be a guide. It was decided to have at least 3 to 4 participants in each meeting. The recordings were saved in the
wav and mp4 formats for later processing after being downloaded from the platform which was used for recording.

3.3. Corpus transcription

The four key steps of the corpus transcription process are depicted in Fig. 2. First, an initial transcript was generated by using
ASR system (Khan et al., 2021) to convert audio recordings into text. The second stage was manual correction of transcript which
was done by the transcribers due to probable errors in ASR output. Subsequently, a verification process was then carried out to
further filter out any mistakes in the manual transcriptions. Last but not the least, a de-identification method was used to ensure
confidentiality by removing any information that could be used to identify participants or projects.

3.3.1. ASR transcription
During the ASR transcription stage, the available ASR system (Khan et al., 2021) was used to generate initial transcript of

the meeting recordings. It is important to note that the generated transcript needed further refinement because meetings frequently
included domain-specific terminologies and jargon that was not in the ASR system’s lexicon. Additionally, the ASR did not do speaker
diarization. Due to these limitations, manual correction of transcript was required in order to do the post-processing necessary to
ensure the correctness of the final transcript. The ASR-generated transcription therefore served as a starting point for the subsequent
manual transcription step, where skilled transcribers reviewed and corrected the text, incorporating domain-specific terms to produce
a high-quality transcript ready to undergo further analysis.

3.3.2. Manual transcription
The manual transcription phase involved the use of XTrans software2 for transcribing audio data. Skilled transcribers employed

XTrans to capture spoken content, including speech, speaker identification, speaker gender, and the assignment of specific speaker

2 https://api.semanticscholar.org/CorpusID:37869734.
6
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Table 5
Transcription guidelines for doing segmentation, handling overlapping and performing word level transcription of recorded meetings on XTrans software.
Segmentation: 1. Make sure that the length of each segment is not more than 15 s.

2. Distinguish speech segments in a syntactic way i.e. mark segments with the same syntactic structure as one.
3. Mark the segment boundary when the speaker takes a pause during his utterance i.e. Distinguish the sentence boundaries in

spontaneous speech in a prosodic way.
4. Create new segments whenever a new speaker is identified in order to incorporate speaker diarization, ensuring that each

speaker’s utterances are transcribed separately.

Overlapping: 1. Mark the segment as overlapping if person A is making sounds (hmmm, ahem, etc.) while person B is speaking. Mark them
as separate speakers if these sounds can be separated.

Word level transcription: 1. Use transliterated word dictionary whenever an English word needs to be annotated.

2. Use ‘‘+’’ as a mispronunciation marker whenever a word is mispronounced. For example ‘ ’ , here the word
‘criteria’ is mispronounced.

3. Use ‘‘−’’ as a partial speech marker whenever a speaker wants to utter a word but could not speak completely i.e. when the
word is pronounced incompletely by the speaker. For example ‘ ’, here the word ‘‘laptop’’ is pronounced partially.

4. Transcribe what is precisely heard in the audio without attempting to make corrections or assuming correctness.
5. Do not add words which are not present in the audio, and do not delete spoken words which are grammatically incorrect.
6. Do not normalize dialectal words or attempt to transcribe accent features; instead, use standard orthography.
7. Use (()) for clarification in cases where words are challenging to understand.
8. Enclose person names in ‘‘{ }’’ and project names in ‘‘[ ]’’.

Table 6
Additional transcription guidelines for using vocal tags and handling year and dates while transcribing recorded meetings data on XTrans software.
Vocal tags: 1. Mark the segment as overlapping in cases where person A is laughing while person B is talking. If both person A and B are

laughing during a segment, mark it as either overlapping or leave it unmarked.
2. Tag the laughter only when the same person is speaking and laughing simultaneously.
3. Mark a segment as a cough if person A coughs while speaking. On the other hand, if person A is speaking and person B coughs,

mark the segment as overlapping.
4. Use special vocal tags to describe sounds made using the mouth or nose, which lack standard lexical representations. These tags,

such as <laugh/>, <cough/>, <breath/>, <background> </background>, serve to annotate and identify specific non-verbal sounds
encountered in the meeting scripts.

5. Use hesitation marks to denote hesitation in the speaker’s speech.

Year and dates: 1. Write all the digits in Urdu, including years pronounced in Urdu.
2. Write standard Urdu counting shared with all of the transcribers.
3. Write the statements completely in Urdu which contain phrases such as 1960s etc.

IDs. To facilitate Urdu lettering, transcribers used the Center for Research in Urdu Language Processing (CRULP) Urdu Phonetic3

Keyboard.
Given the common practice of Urdu-English code mixing in Pakistani meetings, it was decided to transcribe English words in

transliterated form. To ensure consistency and prevent multiple orthographies, a transliterated word dictionary was meticulously
maintained (see Tables 5 and 6).

3.3.3. Verification
During the verification step, qualified linguists meticulously reviewed and verified the manually transcribed meetings. A

comprehensive 100 percent review, encompassing all meetings, was conducted to minimize human error. The guidelines provided
to the reviewers mirrored those given to the transcribers initially.

Reviewers diligently corrected any errors that may have been inadvertently overlooked by the transcribers, contributing
significantly to the overall enhancement of corpus quality. This meticulous verification process ensured the accuracy and reliability
of the transcribed content.

3.3.4. De-identification
Upon the completion of the comprehensive verification of meeting transcriptions, a pivotal de-identification step was imple-

mented. Following specific guidelines to protect the privacy and confidentiality of individuals featured in the meeting recordings,
a systematic approach was employed.

In this process, names of individuals, whether actively participating speakers or not, enclosed within curly brackets ‘‘{}’’, were
replaced with generic identifiers such as ‘‘person01’’. This measure ensured anonymity while maintaining the integrity of the
transcript. Similarly, project names, encapsulated within square brackets ‘‘[]’’, were substituted with generic labels like ‘‘project01’’.
This meticulous approach guaranteed the preservation of contextual discussions while safeguarding sensitive information related to
the projects discussed.

3 https://www.cle.org.pk/software/localization/keyboards/CRULPphonetickbv1.1.html.
7
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Table 7
Corpus Statistics showing the count of meetings for both the scenario-based and the natural
meetings. Additionally, the distribution of each domain in scenario-based meetings is also
mentioned. In the end, the total number of meetings in CLE Meeting Corpus is shown.

Category Domain No. of meetings

Scenario-based Hiring 30
Procurement 30
Admin affairs 07
Finance 07
Technical 136

Natural Computer science 30

Total 240

3.4. Summary generation

In order to capture the key points and the main content of the meetings, manual summary writing of the meeting transcript was
one. Following were the guidelines for summary generation:

• The main points should be covered.
• There was no particular word or sentence limit for a summary. It was dependant upon the discussion and the major points

that were necessary to be added in a summary.
• Usually, it should cover around ten percent of the whole meeting. For example, if there were 80 utterances in a meeting, the

summary should be of 8 to 10 utterances depending upon the important content to be covered.

he summarization process was made diverse by obtaining three distinct summaries for each meeting, written by three different
ndividuals. A total of 9 annotators were involved in writing summaries of all meetings. These annotators were native Urdu speakers.
he instructions given to each annotator were uniform, but it was ensured that the generated summaries should not be identical
nd should capture different viewpoints and aspects of the discussions since each individual had their own distinct understanding
nd interpretation of the topic.

.5. Final CLE meeting corpus

In this study, a comprehensive corpus of Urdu meetings has been compiled providing an important resource for analysis of
ummarization models on meetings. The corpus covered diverse domains such as hiring, procurement, admin affairs, finance, and
echnical domain ensuring a complete representation of organizational discussions. A snippet of a sample meeting is shown in Fig. 3.

Specifically, a total of 30 meetings had been conducted on hiring, 30 meetings on procurement, 7 meetings on admin affairs, 7
eetings on finance and 136 meetings on technical domain. This thorough methodology ensured that a wide range of actual meeting

cenarios were included, which assisted in the design and evaluation of effective techniques to generate abstractive summaries for
tilization in various organizational contexts specifically for generating meeting minutes. The distribution of overall corpus is shown
n Table 7. The detailed distribution of corpus is illustrated in Table 8.

In a series of meetings conducted, a total of 98 participants were involved including 55 males and 43 females, with each meeting
aving a maximum number of 8 participants and a minimum of 2 participants. The distribution of the number of participants
cross these meetings is depicted in Table 9 which shows a breakdown of the number of participants and the corresponding
ount of the meetings conducted. This table shows that most meetings had a reasonable number of participants, with a significant
roportion falling under the category of three and four participants. Specifically, 106 meetings had three participants, making it
he most frequent occurrence among all the recorded meetings. Similar to the meetings with three participants, 87 meetings had
our participants. On the other hand, a relatively smaller number of meetings accommodated the two, six and eight number of
articipants.

Another Table 10 provides valuable insights into the speaker variation within the corpus, showcasing the distribution of
articipants across different age ranges, along with their respective education levels. The youngest age range, 18 to 22, had the
ighest number of participants, with a count of fifty eight individuals. These participants were studying at the undergraduate level
f education. The next age range, 22 to 24, had twenty five participants. This group consisted of individuals pursuing their graduate
tudies. Moving further in age, the 24 to 26 range had ten participants, and they possessed a master’s level of education. Lastly,
here were five participants in the ‘‘26 and more’’ age range who holded a phd degree. This data of Table 10 highlights the diversity
f participants in terms of age and education, who were contributing to the corpus.

Table 11 provides insights into the distribution of meeting durations and their corresponding frequency. Analyzing this table
eveals that the shortest meeting durations (06 to 15 min) were observed in 5 meetings. Next, 23 meetings were having duration
6 to 25 min. The most common meeting duration category was between 26 and 35 min, encompassing a total of 146 meetings.
dditionally, 54 meetings had durations falling within the range of 36 to 45 min, representing another substantial portion of the
ecorded meetings. Notably, longer meetings were relatively less common, with only 12 meetings having durations in the range
8

rom 46 to 100 min.



Information Processing and Management 61 (2024) 103734B. Sadia et al.
Fig. 3. A sample of a transcript snippet of our CLE Meeting Corpus for a starting segment of a meeting. This is a conversation between a manager and HR
regarding Intern’s hiring status. A reference summary generated by the annotator is shown in the bottom. (Translation of reference summary : In the meeting, a
discussion has been held regarding the hiring of new interns. The skills required for internship are discussed. Apart from this, the evaluation tasks to be assigned
to the interns are discussed and the salary discussed. Job requirements include familiarity with Urdu typing, word recognition, data verification, annotation, data
entry, data uploading and management, MS Excel and file handling skills. And finally, in the next meeting, project two, i.e. hiring of interns for broadcasting,
summer internships and candidate shortlisting will be discussed.)

While analyzing important aspects of the meeting durations, it was discovered that the average meeting lasted approximately
33 min. The total sum of all the meeting durations amounted to 7906 min, reflecting the collective time. The maximum meeting
duration was 95 min, while the minimum was only 6 min, illustrating the considerable variation in meeting lengths.

Employing a quantitative analysis of the whole corpus, Fig. 4 represents the relationship between the number of utterances in the
meeting and the corresponding number of meetings falling within specific line count ranges. The 𝑥-axis of Fig. 4 shows the range of
utterances in the meetings, such as less than 200, 200 to 300, 300 to 400, 400 to 500 and so on, while the 𝑦-axis represents the count
of meetings falling within each utterance count range. From Fig. 4, it can be observed that the maximum number of meetings,i.e., 55
in total had utterances from 400 to 500 and the minimum number of meetings had utterances greater than 1000 with a count of
only 4 meetings. Another type of analysis is shown in the column chart Fig. 5 which provides a comprehensive relationship between
number of summary utterances and the corresponding number of meetings within the specific line count ranges.

3.6. Transcriber details

A team of 5 qualified transcribers, possessing expertise in linguistics and native Urdu, was engaged in the manual transcription
process for our research. Furthermore, during the verification step, 4 reviewers, who were also expert linguists, were involved.
In total, the entire corpus transcription process was carried out by 8 linguists. Prior training had been undergone by each
9
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Table 8
Detailed distribution of CLE Meeting Corpus across all the five domains. It also illustrates the duration of meetings
in minutes in each scenario of a specific domain.

Domain Scenario Duration in Minutes

Hiring Job Description (JD) 081 min
Interns’ Hiring (IH) 091 min
Cross Project Hiring (CPH) 101 min
Full Time Project Staff Hiring (FTPS) 113 min
Hiring ad Development (HAD) 104 min
Pre Hiring Project Team Planning (PTP) 101 min
Post Evaluation Performance Discussion (EPD) 105 min
Project Discussion (PD) 111 min
Remote Hiring (RH) 099 min
Interviews’ Planning (IP) 098 min

Procurement Call for Proposal (CP) 103 min
Request for Purchase (RP) 109 min
Tender (T) 096 min
Budget Discussion (BD) 102 min
Purchase Order (PO) 094 min
Equipment Delivery (ED) 096 min
Invoice (Inv)/Billing Payment (BP) 096 min
Complaints (C) 099 min
Equipments’ Warranty (EW) 092 min
Demand for New Equipments (DNE) 096 min

Admin affairs HR Hiring (HH) 072 min
Budget Officer Hiring (BOH) 067 min
Salary Discussion for Admins (SDA) 069 min
Job Appraisal (JA) 036 min

Finance Bank Accounts (BA) 099 min
Contingency Bills (CB) 074 min
Budget Review and Analysis (BR&A) 100 min

Technical Data Processing (DP) 1041 min
Requirements (R) 313 min
System Design (SD) 835 min
Development (D) 390 min
Testing (T) 760 min
Deployment (D) 487 min

Table 9
Count of the meetings having a specific number of participants.

No. of participants No. of meetings

2 04
3 106
4 87
5 31
6 11
8 01

Table 10
Variation of the participants in terms of age and their education.

Age range Count of participants Education

18–22 58 Undergrad
22–24 25 Grad
24–26 10 Masters
26 and more 05 PhD

transcriber, ensuring a high level of expertise in script annotation. This collaborative effort of skilled professionals contributed
to the strengthened accuracy and reliability of the transcription process.

3.7. Ethical consideration

The recognition of the imperative to uphold ethical norms and preserve the privacy and confidentiality of individuals engaged in
eetings led to the implementation of stringent ethical practices. Prior to their participation in the recordings, speaker agreement
as obtained, and all participants completed speaker consent forms. A thorough explanation of the study’s goals, the confidentiality
10
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Table 11
Number of meetings lying in a specific range of meeting duration. The range for meeting duration
is in minutes.

Meeting duration No. of meetings

06–15 min 05
16–25 min 23
26–35 min 146
36–45 min 54
46–100 min 12

Fig. 4. A distribution of the number of meetings lying in each of the specific range of meeting utterances.

Fig. 5. A plot showing the distribution of number of meetings containing specific range of number of sentences in reference summaries of our meeting corpus.

mechanisms employed, and the potential benefits and impacts of the research was provided to participants in advance. Assurances
were given that their contributions would be strictly utilized for research purposes, and their identities would be kept confidential.

In addition to obtaining speaker consent, a comprehensive de-identification process was employed to safeguard the secrecy of
participants. This approach not only upheld the privacy rights of the participants but also minimized the risks associated with the
disclosure of sensitive or confidential data.

4. Experimentation

This section serves as the starting point for the exploration of experiments conducted using a range of techniques, including var-
ious deep learning models, graph-based approaches, and keyword extraction algorithms. Within this section, the employed models,
utilized corpora, followed methodologies, and obtained results are comprehensively discussed. The outcomes of these experiments
undergo thorough evaluation and analysis, providing a comprehensive understanding of the effectiveness and implications of the
applied methodologies.
11
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Table 12
Comprehensive overview of the base model specifications.

Model Base model Transformer No. of layers No. of heads Hidden size

mT5 T5 Text-to-Text Transfer Transformer 24 16 1024
mBART BART Bidirectional and auto-regressive transformer 12 16 1024
RoBERTa BERT Bidirectional encoder representations from transformer 12 12 768

4.1. Models

In this study, three state-of-the-art deep learning models for abstractive text summarization are employed, namely mT5
multilingual T5) (Xue et al., 2020), mBART (multilingual BART) (Liu et al., 2020) and RoBERTa (Liu et al., 2019). Each model is
ine-tuned on a summary corpus, the details of which are given in the next subsection.

For automatic summarization systems, the Urdu CLE Meeting Corpus’s inherent code-mixing issue presents a serious challenge.
his phenomenon, where speakers alternate between English and Urdu throughout a conversation adds complexity to standard

anguage processing tasks. To effectively address this complexity, models with built-in multilingual capabilities are given priority
uring the model selection process. Although not specifically created for Urdu, these selected models show different levels of support
or multilingual data, which is used to handle the unique characteristics of code-mixed Urdu conversation observed in the CLE
eeting Corpus.

The recent ‘‘Text-to-Text Transfer Transformer’’ (T5) (Mastropaolo et al., 2021) employed a unified text-to-text format and scale
o attain state-of-the-art results on a wide variety of English language NLP tasks. mT5 (Xue et al., 2020), a multilingual variant of
5, is pre-trained on a new common crawl-based corpus covering 101 languages and emerged as a powerful tool for various natural

anguage processing tasks, including abstractive text summarization. Although there is no official pre-trained mT5 model specifically
or Urdu at the time, the framework can be adapted for Urdu summarization through fine-tuning.

Moreover, mBART (Liu et al., 2020), another transformer-based model designed for multilingual tasks, is employed. After fine-
uning mBART on the Urdu summarization corpus, the model could be exhibited to produce high-quality abstractive summaries.
nother model, RoBERTa (Liu et al., 2019), is a pre-trained transformer model developed by Facebook AI, similar in many ways to
ERT (Devlin, Chang, Lee, & Toutanova, 2019), a pre-trained transformer model developed by Google. These models are designed to
erform well on a variety of NLP applications. However, RoBERTa is designed to be a more powerful and computationally efficient
ersion of BERT, with significantly more parameters and training data. It is pre-trained on a massive amount of text data and
ine-tuned for specific tasks to achieve good results on a variety of NLP benchmarks. Table 12 shows a comprehensive overview of
he base model specifications and related details for each model.

In addition to these three deep learning models, three of the extractive techniques have also been employed which includes
extRank (Zieve et al., 2023), LexRank (Dalal, Singhal, & Lall, 2023) and RAKE (Rapid Automatic Keyword Extraction) (Huang,
ang, & Wang, 2020). TextRank and LexRank are both unsupervised graph-based ranking models for automatic text summarization.
AKE, on the other hand, is a domain-independent algorithm of keyword extraction which uses word frequency and co-occurrence

n order to identify the keywords.
Additionally, GPT-3.5 (Zhang, Dong, Xiao, & Oyamada, 2023) is also utilized with prompting. By giving a prompt of ‘‘write

bstractive summary of this text in Urdu’’, GPT-3.5 generates a summary on the basis of its own understanding of the text (Goyal,
i, & Durrett, 2023).

.2. Dataset

This experiment utilized two distinct corpora: the news corpus (XL-Sum) and the meetings corpus (CLE Meeting Corpus). XL-
um (Hasan et al., 2021) is an extensive corpus featuring over 1 million article-summary pairs sourced from the BBC in 44 different
anguages, spanning from low to high-resource languages. Notably, this corpus stands as the largest abstractive summarization
orpus, both in terms of the number of samples collected from a single source and the number of languages covered. The second
ategory of the news corpus includes 50 news articles (Humayoun & Akhtar, 2022), released for the study of supervised learning in
rdu extractive summarization (Muhammad, Jazeb, Martinez-Enriquez, & Sikander, 2018).

The second type of data, the CLE Meeting Corpus, is categorized into two sections. The first category encompasses 147 scripted
eetings, while the second category comprises 230 recorded meetings.

Three distinct types of experiments were conducted: zero-shot, news fine-tuned, and meetings fine-tuned. In the zero-shot
xperiment, models were evaluated without any fine-tuning, eliminating the need for training on a specific corpus. For the news
ine-tuned experiment, models were trained on a combination of 67k instances from the XL-Sum corpus and an additional 50 news
rticles. In the meetings fine-tuned experiment, models were trained on a broader corpus, which included not only news data but
lso 147 scripted meetings and 230 recorded meetings. In each case, 10% of the training set was allocated for validation. The
erformance of all models was evaluated on a test dataset comprising 10 recorded meetings.

.3. Implementation

The experimentation begins with a zero-shot approach, employing pre-trained models including GPT-3.5 without additional
12

raining or fine-tuning. Following this, the pre-trained mT5-small model undergoes fine-tuning on the XL-Sum corpus for Urdu.
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Table 13
Parameters setting for fine-tuning of mT5, mBART and RoBERTa.

Parameter mT5 mBART RoBERTa

Per_device_train_batch_size 1 1 1
Per_device_eval_batch_size 1 1 1
Num_train_epochs 10 10 10
Logging_steps 100 1000 1000
Save_steps 500 500 1000
Evaluation_strategy Epoch Steps No
Eval_steps 100 300 1000
Weight_decay 0.01 0.01 0.00
Fp16 True True True
Learning_rate 5e−04 2e−05 5e−05
Lr_scheduler_type Linear Linear Linear
Label_smoothing_factor 0.1 0.0 0.0
Optimizer Adamw_torch Adafactor Adamw_torch

However, it is observed that, irrespective of the input text length, this fine-tuned model generates only one-line summaries due to
the nature of the training corpus.

To address this limitation, a concatenation approach is adopted. The input text is divided into equal parts, and independent
ummaries are generated for each part. Subsequently, the results from each part are concatenated to form a comprehensive summary.

Further fine-tuning is conducted on a small corpus comprising 50 news articles with summaries longer than one line. This
ine-tuning process is applied to the previously fine-tuned mT5-small model, resulting in more extended summaries compared to
he initial case. To enhance the performance of the mT5 model, the mT5-base version undergoes fine-tuning on the same corpus
sing the same procedure. The same fine-tuning procedure is repeated for models mBART-large and RoBERTa-urduhack-small. The
eason why mBART-large is used is that for mBART only the mBART-large variant is available online with Urdu support, while
maller variants such as mBART-small or base are not available online with Urdu support for comparison. Therefore, our evaluation
eflects the performance of the available mBART variant against mT5-small, mT5-base and RoBERTa-urduhack-small, considering
he limitations in the accessibility of different mBART model sizes.

Finally, all the news fine-tuned models undergo an additional round of fine-tuning on the CLE Meeting Corpus to produce
he meetings fine-tuned models. This sequential fine-tuning process aims to optimize the models for generating summaries in the
ontext of meetings. The parameters setting for fine-tuning of each of the above models is shown in Table 13. The complete code
f implementation for setting up the experiment on mT5,4 mBART and RoBERTa5 are available.

. Results and discussion

To compare the models’ performances, the generated summaries are evaluated using standard evaluation metrics such as Recall-
riented Understudy for Gisting Evaluation (ROUGE) (Ganesan, 2018) including ROUGE-1, ROUGE-2 and ROUGE-L which, when
omparing the generated and reference summaries, correspond to the unigram, bigram, and longest common sub-sequence overlaps,
espectively. The formula to compute ROUGE metrics is shown as follows:

𝑅𝑂𝑈𝐺𝐸_𝑁 =

∑𝑁
𝑖=1

∑

𝑛∈n-grams CountMatch(𝑛,Reference)
∑𝑁

𝑖=1
∑

𝑛∈n-grams Count(𝑛)
(1)

Here CountMatch(𝑛,Reference) counts the number of n-grams that match between the generated summary and the reference
ummary, and Count(𝑛) counts the total number of n-grams in the reference summary.

For example, consider the following reference summary and generated summary.

eference summary: ‘The team discussed the project progress and upcoming milestones’.

enerated summary: ‘Project progress and future goals were the main topics of discussion in the meeting’.

or ROUGE-1 calculation, number of unigrams matched = 5 (the, project, progress, and, the)

otal number of unigrams in reference summary = 9

et us assume that 𝑁 = 1 for simplicity then by putting values in Eq. (1),

OUGE-1 = 5/9 = 00.5555

4 https://github.com/csebuetnlp/xl-sum/tree/master/seq2seq.
5 https://github.com/BareeraSadia/CLE-Abstractive-Meeting-Summarization.
13
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Table 14
Automatic evaluation of extractive methods using ROUGE metric and BLEU_score. Models are evaluated on test data of 10
recorded meetings.

Model name ROUGE-1 ROUGE-2 ROUGE-L BLEU_Score

TextRank 22.1191 03.2872 11.8578 00.6652
LexRank 26.6292 06.2595 14.3953 01.9327
RAKE 25.4952 04.9746 13.6122 01.8657

Table 15
Automatic evaluation of deep learning models and GPT-3.5 using ROUGE metric and BLEU_score. Models are evaluated on three types of experiments: zero-shot,
news fine-tuned and meetings fine-tuned. These results have been computed on test data of 10 recorded meetings.

Model name Base model Version ROUGE-1 ROUGE-2 ROUGE-L BLEU_Score

Zero-shot mT5 Small 01.5491 00.0012 01.5693 00.0000
mT5 Base 03.6174 00.3306 00.3306 00.1081
mBART Large 19.6400 03.7000 11.3581 00.8780
RoBERTa-urduhack Small 01.5600 00.0668 01.1244 00.0237
GPT (with prompting) 3.5 22.3501 06.0309 11.1774 01.4171

News Fine-tuned mT5 Small 06.2191 01.3333 03.1985 00.0114
mT5 Base 20.4054 04.1058 12.0013 00.7528
mBART Large 21.1469 03.6000 09.8100 01.3504
RoBERTa-urduhack Small 05.0914 00.0138 03.2561 00.0251

Meetings Fine-tuned ur_mT5 Small 28.9883 10.8670 17.6608 03.4163
ur_mT5 Base 31.7262 11.1186 17.2454 04.1586
ur_mBART Large 31.1564 10.5306 16.6504 03.9430
ur_RoBERTa-urduhack Small 10.1123 00.0401 03.8421 00.0312

Bilingual Evaluation Understudy (BLEU) measure (Saadany & Orăsan, 2021) is also utilized which measures how closely the
enerated text aligns with the reference summary. The BLEU metric can be computed using this formula:

𝐵𝐿𝐸𝑈 = BP × exp

( 𝑁
∑

𝑛=1
𝑤𝑛 log 𝑝𝑛

)

(2)

Here BP is the brevity penalty, 𝑝𝑛 is the precision for n-grams, and 𝑤𝑛 are the weights assigned to each n-gram precision. For
etter understanding, consider the above example of reference and generated summary again.

umber of unigrams matched = 5 (the, project, progress, and, the)

otal number of unigrams in generated summary = 14

recision for unigrams = 𝑝1 = 5/14 = 00.3571

ow, let us assume that BP = 1, 𝑤1 = 0.5 and 𝑁 = 1 for simplicity. By putting values in Eq. (2),

LEU = 00.7996
Besides using these evaluation metrics, a thorough human evaluation is also conducted to identify the strengths and weaknesses

f each model in summarizing Urdu text.

.1. Automatic evaluation

The evaluation of three extractive methods is presented in Table 14. A notable observation from Table 14 is that LexRank
onsistently outperforms the other two algorithms across all metrics, including ROUGE scores and BLEU_score. According to the
esults, the most effective technique for meeting extractive summarization is LexRank, with ROUGE-1, ROUGE-2, ROUGE-L, and
LEU_score values of 26.6292, 6.2595, 14.3953, and 1.9327, respectively.

.1.1. Discussion on zero-shot experiment
The zero-shot experiment involved the evaluation of various models i.e. mT5-small, mT5-base, mBART-large, RoBERTa-urduhack-

mall, and GPT-3.5 with prompting—for meeting transcript summarization. Remarkably, the mBART-large model outperformed
ther abstractive models, achieving notable ROUGE scores of 19.64, 3.7, and 11.3581 for ROUGE-1, ROUGE-2, and ROUGE-L,
espectively. Although RoBERTa-urduhack-small yielded poor results, GPT-3.5 with prompting excelled, garnering ROUGE-1 at
2.3501, ROUGE-2 at 6.0309, and ROUGE-L at 11.1774. These results are visually represented in Fig. 6(a).

.1.2. Discussion on news fine-tuned experiment
Building upon the pre-trained models, the news fine-tuned models demonstrated performance improvements compared to their

ero-shot counterparts. Among them, mBART-large outperformed with high ROUGE scores of 21.1469, 3.6, and 9.81 for ROUGE-1,
14
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Fig. 6. A demonstration of the results in the form of ROUGE-1, ROUGE-2 and ROUGE-L measure of all the models for three distinct type of experiments.

ROUGE-2, and ROUGE-L. The mT5-base model exhibited significant enhancement, particularly excelling in ROUGE-L with a score
of 12.0013. Minor improvements were observed for mT5-small and RoBERTa-urduhack-small. The results underscore the benefits
of fine-tuning for news summarization tasks, as depicted in Fig. 6(b).

5.1.3. Discussion on meetings fine-tuned experiment
Expanding on the news fine-tuned models, the meetings fine-tuned models showed substantial enhancements for summarizing

recorded meetings. Both ur_mT5-base and ur_mBART-large models exhibited significant improvements, with ur_mT5-base outper-
forming having ROUGE-1, ROUGE-2, and ROUGE-L scores of 31.7262, 11.1186, and 17.2454 respectively. Similarly, ur_mBART-large
showcased improved performance with a ROUGE-1 score of 31.1564 and a ROUGE-2 score of 10.5306. While ur_mT5-small
demonstrated enhanced performance, ur_RoBERTa-urduhack-small displayed limited improvement, with a ROUGE-1 score of
10.1123, indicating challenges in learning for the summarization task. Visual representation of these results is provided in Fig. 6(c).

Distinct model performances can be attributed to various factors. The effectiveness of ur_mT5-base and ur_mBART-large is
attributed to their larger architecture and robust fine-tuning. Moreso, the bidirectional architecture of ur_mBART-large enhances
its capabilities in abstractive summarization tasks. The ur_mT5-small model’s improved performance in the meetings fine-tuned
experiment is attributed to the nature of the test data being meetings. However, ur_RoBERTa-urduhack-small, being a smaller model
primarily used for masked language modeling, struggles in the broader context of summarization tasks.

In addition to the comprehensive discussion above, the distinction between extractive and abstractive summarization models is
evident in the results presented in Tables 14 and 15. The ROUGE and BLEU measures consistently yield lower results for extractive
models, such as TextRank, LexRank, and RAKE. These lower scores suggest that extractive models are comparatively less successful
in capturing nuanced details and generating summaries that closely resemble human-like outputs, as opposed to abstractive
models, including ur_mT5-small, ur_mT5-base, and ur_mBART-large. This observation underscores the inherent differences in the
summarization approaches and the unique strengths of abstractive models in generating more contextually rich and human-like
summaries.

5.2. Human evaluation

Recognizing the limitations of ROUGE metrics in providing a comprehensive assessment of summary quality and readability,
a manual human evaluation is undertaken. The performance of each summarization model, encompassing fine-tuned abstractive
models (ur_mT5-small, ur_mT5-base, ur_mBART-large, and ur_RoBERTa-urduhack-small) and GPT-3.5 with prompting, is assessed
to examine the efficacy of the system-generated meeting summaries. Given the limited test data consisting of 10 recorded meetings,
a single evaluator is assigned the task of conducting the human evaluation. The evaluator who has done human evaluation is totally
not involved in the corpus preparation part. The evaluator reads the transcript and evaluates the quality of each model’s generated
summary based on five criteria (Fabbri et al., 2021), as detailed in Table 16. The evaluation criteria include informativeness,
factuality, fluency, coherence, and redundancy.

5.2.1. Discussion on results of human evaluation
In order to evaluate each criterion, a 5-point Likert scale is utilized. The mapping of each scale value is shown in Table 17.

In Table 18, the performance of each summarization model is presented in the form of average scores on test data of 10 recorded
15
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Table 16
Definition of each of the five human evaluation criteria taken from Fabbri et al. (2021).

Criterion Definition

Informativeness Whether the generated summary properly covers all and only the significant aspects and main
points discussed within the meeting?

Factuality Whether the data in the generated summary is correct and true to the original content?
Fluency What is the quality of individual sentence within the generated summary? How well a

sentence is constructed, taking into account elements like writing style and grammatical
correctness?

Coherence How well the sentences flow from one sentence to the next sentence? is there any logical
connection or transition between sentences?

Redundancy Whether the summary contains the unnecessary repetitions or duplicate details?

Table 17
Representation of 5-point Likert scale in order to evaluate all the models on the five criteria
mentioned in Table 16.

Scale Representation

1 Totally disagree
2 Moderately disagree
3 Neutral
4 Moderately agree
5 Totally agree

Table 18
Results of human evaluation on each of the five criterion. The scores are averaged on all of the 10 recorded meetings. Last row represents the overall average
score on all the five criteria.

Criterion ur_mT5-small ur_mT5-base ur_mBART-large GPT-3.5 TextRank LexRank RAKE

Informativeness 1.2 2.4 2.9 2.3 1.1 1.9 1.7
Factuality 2.0 2.6 3.0 3.3 5.0 5.0 5.0
Fluency 3.5 3.2 3.2 1.0 1.8 1.9 1.4
Coherence 3.1 3.1 2.6 3.6 1.0 1.4 1.0
Redundancy 4.1 4.2 4.3 4.9 4.6 4.9 4.7

meetings. Out of the five criteria, redundancy is generally seen to be low for all models with the exception of ur_RoBERTa-urduhack-
small. GPT-3.5 outperformed other abstractive models with scores of 3.6 and 3.3 for coherence and factuality, respectively. However,
GPT-3.5 faces challenges in terms of fluency; it received the lowest score of 1, indicating that it produces text that is not fluent.

ur_mBART-large also exhibits notable performance, excelling particularly in informativeness, factuality and fluency having scores
f 2.9, 3.0 and 3.2 respectively. With a fluency score of 3.5, ur_mT5-small demonstrates strong fluency and coherence as compared
o all the other models indicating its ability to generate a fluent summary. In case of informativeness and factuality, it indicates
rea for improvement. ur_mT5-base, on the other hand, performs well in terms of factuality, fluency and coherence with scores of
.6, 3.2 and 3.1 respectively but needs improvement in informativeness. Overall, ur_RoBERTa-urduhack-small performs poor across
ll criteria having score 1 in all of them indicating its shortcoming in generating informative, accurate, and cohesive summary in
ddition to struggling with fluency and redundancy.

In contrast to abstractive models and GPT-3.5, TextRank, LexRank, and RAKE exhibit challenges in terms of informativeness,
luency, and coherence. While these extractive models demonstrate proficiency in preserving factual information and avoiding
edundancy, they tend to struggle with the cohesion and natural flow of the generated summaries. The inherent limitation of
xtractive techniques lies in their extraction of summary lines directly from the original input, resulting in factual but disjointed
entences and phrases within those sentences. This limitation becomes apparent in their relative deficiency in fluency and coherence
ompared to abstractive techniques. The trade-off between factual content and the coherence of the summary is a notable drawback
f extractive methods in meeting summarization tasks.

. Conclusion

In this paper, we have introduced a benchmark corpus, the CLE Meeting Corpus, specifically tailored for Urdu meeting
ummarization. Our focus extended to fine-tuning various deep learning summarization models, namely mT5-small, mT5-base,
BART-large, and RoBERTa-urduhack-small, followed by comprehensive testing for abstractive meeting summarization in Urdu.
he evaluation of these models involved both automated metrics, including ROUGE score and BLEU_score, and manual assessments
sing a 5-point Likert scale.

Our research findings highlight that, following fine-tuning on meetings data, both the ur_mT5-base and ur_mBART-large models
emonstrated superior performance compared to other models, including GPT-3.5, in automated evaluations. Despite GPT-3.5
erforming well in human evaluations, it exhibited limitations in terms of fluency. The nuanced differences observed in various
valuation aspects underscore the importance of considering both automated and human-centric assessments.
16
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Table 19
An extension of the Table 8 representing more detailed distribution of CLE Meeting Corpus across the first domain i.e. hiring. It also illustrates the duration of
meetings in minutes for each agenda of a specific scenario.

Domain Scenario Agenda Duration in Minutes

Hiring Job Description (JD) Job description for RA
technicals 00:28:25 min
Job description for linguists 00:29:15 min
Job description for social
scientist 00:23:42 min

Interns’ Hiring (IH) Internship related requirements
for linguists 00:26:34 min
Internship related requirements
for technicals 00:32:13 min
Summer internships 00:32:20 min

Cross Project Hiring (CPH) Interns’ hiring 00:29:37 min
Research officer’s hiring 00:33:56 min
Tasks’ discussion 00:38:03 min

Full Time Project Staff Hiring (FTPS) Pre-hiring interview-selection
/Shortlisting of candidate 00:39:33 min
Post-hiring interview-selection
of candidate-salary negotiation 00:36:21 min
Project’s beginning 00:37:54 min

Hiring ad Development (HAD) Gain project requirements
to post a hiring Ad 00:35:24 min
Inclusion/Exclusion of job
requirements 00:35:17 min
Remote internships 00:33:32 min

Pre Hiring Project Team Planning (PTP) Technicals’ team planning 00:37:25 min
Linguistics’ team planning 00:31:12 min
Interns’ team planning 00:32:32 min

Post Evaluation Performance
Discussion (EPD) Technicals’ performance 00:31:37 min

Linguists’ performance 00:37:32 min
Interns’ performance 00:36:04 min

(continued on next page)

For researchers and practitioners, our curated CLE Meeting Corpus stands as a valuable resource, offering a foundation for
the development of efficient Urdu meeting summarizers. The insights gained from our experiments contribute to the broader
understanding of the strengths and limitations of different summarization models, aiding future advancements in this field.

7. Limitations

In introducing the novel meeting corpus for meeting summarization, it is crucial to acknowledge certain limitations. The corpus
presented in this paper is constrained to specific administrative domains, namely hiring, procurement, admin affairs, finance and
technical domain. The selection of above mentioned domains, was intentionally made to cover a wide range of typical office
discourse. Specifically, this research’s focus is to cover virtual meetings with a particular emphasis on the Pakistani industry. While
it is true that the design rules may not perfectly align with every possible variation in input meeting across different domains,
it is believed that the selected approach captures a representative sample of office meeting conversations. Furthermore, it is
recognized that pre-processing may be necessary when applying this research’s approach to new corpora with distinct characteristics.
However, the evaluation framework is designed with flexibility in mind, anticipating the need for adaptation to different contexts.
Additionally,this corpus also lacks in annotation of action items, which could provide valuable insights into various meeting aspects
related to these administrative factors.

Despite these identified shortcomings, the CLE Meeting Corpus remains a valuable and useful resource for the development of
meeting summarization systems and meeting minutes generation. While the current focus is on specific domains, the corpus still
offers a solid foundation for research and development in the field of meeting summarization, with potential for future expansions
and refinements. Researchers should be mindful of these limitations when considering the applicability of the corpus to their specific
use cases.

8. Future work

Our future trajectory is centered on the expansion and enrichment of our existing corpus, with a multifaceted approach. First and
foremost, there is a concerted effort to significantly increase the size of the dataset. This expansion aims to provide a more extensive
and diverse set of meeting transcripts, contributing to the robustness of our models and their efficacy across various scenarios.

In addition to the quantitative augmentation, our future work involves comprehensive annotation of the corpus against action
items. This annotation process will enhance the corpus by explicitly identifying and categorizing action items within the meeting
content. Furthermore, our expansion efforts extend to covering a broader array of domains. By incorporating meetings from
additional domains, the corpus becomes more representative of diverse organizational contexts, enabling our models to generalize
17
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Table 19 (continued).
Domain Scenario Agenda Duration in Minutes

Project Discussion (PD) Project details/Budget
discussion 00:46:15 min
Vacant posts/Post
Requirement discussion 00:31:51 min
Documentation of the project 00:33:13 min

Remote Hiring (RH) Employee’s shortlisting/Salary
negotiation 00:37:41 min
Remote employee’s evaluation
Performance discussion 00:29:24 min
Employee’s joining discussion 00:32:13 min

Interviews’ Planning (IP) Call for interview discussion/
Interview schedule 00:31:33 min
Post interview discussion/
Performance discussion 00:33:09 min
Appointment planning 00:33:42 min

Table 20
An extension of the Table 8 representing more detailed distribution of CLE Meeting Corpus across the remaining three domains
i.e. procurement, admin affairs and finance. It also illustrates that the duration of meetings is in minutes for each agenda of a
specific scenario.

Domain Scenario Agenda Duration in minutes

Procurement Call for Proposal (CP) Vendors’ shortlisting 00:34:45 min
Vendor’s selection 00:36:51 min
Vendors’ replacement 00:31:56 min

Request for Purchase (RP) Purchase refusal 00:36:40 min
Purchase approval 00:37:36 min
Urgent purchase 00:35:16 min

Tender (T) Newspaper Ad 00:33:08 min
Tender acceptance 00:33:59 min
Tender rejection 00:29:24 min

Budget Discussion (BD) Budget distribution 00:32:55 min
Request for project funding 00:32:20 min
Budget request for lab equipments 00:37:08 min

Purchase Order (PO) General purchase for electronic items 00:32:54 min
General purchase for technical items 00:30:29 min
General purchase for kitchen items 00:31:06 min

Equipment Delivery (ED) Date extention 00:31:03 min
Damaged delivery of electronic
items 00:31:32 min
Damaged delivery of lab furniture 00:33:37 min

Invoice (Inv)/Billing Payment (BP) Amount installments 00:31:24 min
Project payment delay 00:34:09 min
Budget breakup details 00:31:15 min

Complaints Laptop batteries 00:31:16 min
Electronic items 00:32:08 min
Computer systems 00:36:20 min

Equipments’ Warranty (EW) Demand for warranty 00:27:44 min
Fake warranty 00:33:36 min
Request for warranty extension 00:30:56 min

Demand for New Equipments (DNE) Request for extended RAMs 00:31:40 min
Request for lab equipments
/Microphones 00:33:06 min
Request for lab furniture 00:31:31 min

(continued on next page)

and adapt to a wider range of topics and discussions. Simultaneously, we plan to annotate the corpus against specific topics discussed
in the meetings. This annotation will provide a nuanced understanding of the thematic content, enabling the development of
summarizers that can discern and emphasize key topics within a meeting.
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Table 20 (continued).
Domain Scenario Agenda Duration in minutes

Admin affairs ⁀ HR Hiring (HH) HR shortlisting 00:33:07 min
HR recruitement 00:39:51 min

Budget officer hiring Budget officers’ shortlisting 00:34:38 min
Budget officers’ recruitment 00:32:35 min

Salary discussion for admins Salary discussion for HR members 00:37:45 min
Salary discussion for budget officer 00:31:28 min

Job appraisal Salary increments 00:36:02 min

Finance Bank Accounts (BA) Project accounts 00:33:22 min
Employees’ accounts 00:36:23 min
Project funding 00:30:11 min

Contingency Bills (CB) Employees’ accommodation and
traveling bills 00:30:10 min
Lab equipments’ bills 00:34:15 min

Budget Review and Analysis (BR&A) Current budget overview and
revenue analysis 00:34:07 min
Budget adjustments and approval 00:32:47 min
Expense analysis and budget
variances 00:34:04 min

Table 21
An extension of the Table 8 representing more detailed distribution of CLE Meeting Corpus across technical domain. It also
illustrates that the duration of meetings is in hours for each agenda of a specific scenario.

Domain Scenario Agenda Duration in minutes

Technical Data Processing (DP) Data design 03:41:06 h
Data collection 04:55:25 h
Data annotation 02:54:21 h
Data cleaning 02:53:06 h
Data verification 02:58:08 h

Requirements (R) Requirement inception 01:13:34 h
Requirement documentation 01:00:27 h
FS document finalization 03:00:10 h

System Design (SD) High level design 04:55:46 h
Detailed design 02:52:47 h
Database design 03:58:12 h
Design document finalization 02:10:13 h

Development (D) Framework 03:11:17 h
Status related 03:19:06 h

Testing (T) Web app testing 03:49:41 h
Unit testing 03:40:02 h
Model testing 02:26:36 h
Error analysis 02:45:02 h

Deployment (D) System deployment 02:44:17 h
Production server 03:14:05 h
Deployment server 02:09:51 h

Appendix

See Tables 19–21.
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